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Thermal analysis and management studies are commonly conducted from early design stages of new
products by numerical means. However, the application of three-dimensional tools for evaluating the
thermal performance of multi-component systems, exhibiting high geometrical and phenomenological
complexities may become unpractical in view of the long computational times. Therefore, a methodology
for thermal analysis of complex thermal systems is developed to improve the overall numerical conver-
gence rate. The methodology is based on an iterative two-way coupling procedure between two sets of
simulations: simulation set where critical components are individual and fully simulated (component-
level simulations); and simulation framework where the overall system is considered with hollow
components (system-level simulation). A communication strategy between both simulation sets is estab-
lished. The methodology can be readily applied for performing thermal management studies. A verifica-
tion procedure for the suggested methodology is firstly carried out. Afterwards, the methodology is
applied to investigate the thermal performance at the system-level of a fuel cell based l�CHP unit,
namely regarding the feasibility of components integration. The methodology application allowed the
identification of critical hot-spots (with temperatures up to about 400 �C) on the surface of the unit inter-
nal components, mainly due to an inadequate insulation thickness and shape.

� 2016 Elsevier Ltd. All rights reserved.
1. Introduction

Thermal management has become a common concern from
early design stages of many integrated systems developed in the
fields of electrical or mechanical engineering. In particular, thermal
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Nomenclature

x local position along physical boundaries or auxiliary
interfaces

eFS relative error in relation to the full simulation solution
h convection heat transfer coefficient
i (itotal) iteration (total number of iterations)
k thermal conductivity
q00 heat flux
T temperature
U (U) local (global) overall heat transfer coefficient

Greek letters
ak iteration termination tolerance for component k

Cext
k (Cint

k ) external (internal) boundary/interface of component k

Superscripts and subscripts
ref reference
i iteration
k component k

Acronyms
CAD computer-aided design
CFD computational fluid dynamics
CHP combined heat and power
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analysis has been considered for the development of power con-
verters [1,2], battery modules [3,4], electrical machines [5] and
compact (high-power density) electronic equipments, such as
LED (light emitting diode) based applications [6–8] or mobile
devices [9,10]. In the automotive industry, the vehicle underhood
has been considered a subject of intensive investigation regarding
thermal management issues [11,12]. The interest in performing
thermal analysis studies during the product development cycle
has been driven by the increasing trends for energy efficiency, cost
reduction, miniaturization, safety, product reliability and high per-
formance [13,5,14]. Thermal diagnosis during the product develop-
ment phase allows for the determination of hot-spots and severe
temperature gradients within the system. Therefore, improved
prototypes with different packaging configurations or different
materials can be developed considering the outcome from thermal
analysis.

Thermal design studies can be carried out experimental,
theoretical and numerically. However, an increasing application
of computational tools to predict the thermal behavior of new
products has been observed, mainly due to the shrinking time-
to-market for new products combined with the high cost of
prototypes for experimental testing and the increasingly available
computing power [14,11,15].

The application of computational tools, namely CFD (computa-
tional fluid dynamics) methods allows for the full evaluation of
heat transfer in systems composed simultaneously by solid and
fluid phases and, consequently, for the determination of tempera-
ture distribution maps in the whole system. However, depending
on the geometrical and phenomenological complexity of the sys-
tem under consideration, the full solution by CFD methods can
become prohibitive. For this reason, several strategies have been
proposed in an attempt to harmonized the accurate predictability
generally attributed to CFD methods with a reasonable computa-
tional workload. Several authors have solved the fluid flow mass,
momentum and energy equations iteratively with the energy
equation of the solid domain for determining the aero-thermal per-
formance of engine compartments [16,17]. For evaluating the
underhood thermally driven flow during thermal soak (transient
regime), a strategy was proposed based on a sequence of ‘‘un-
frozen/frozen” steps for solving the mass and momentum fluid
flow equations, while the solid and fluid energy equations advance
continuously in time [18]. To alleviate the CFD task while taking
into account the performance of liquid cooling systems in the cal-
culation of the air behavior around underhood components and
inside the passenger cabin, 3D (three-dimensional) CFD models
have been generally combined with 1D (one-dimensional)
thermo-fluid models to represent the coolant path [19,11]. Other
works have considered flow network models with lumped
parameters (characteristic curves) obtained by prior CFD applica-
tion (model reduction) for underhood thermal analysis [20] and
to evaluate the performance of the cooling system for power elec-
tronics in fuel cell vehicles [21].

Micro-combined heat and power (l�CHP) systems are examples
of highly complex thermal equipment. These systems constitute a
promising technology to produce electrical and thermal energy
from a single energy feedstock, at the energy consumption site
and with high overall (combined) efficiency [22,23]. Among the dif-
ferent fuel conversion technologies commonly considered for
l�CHP systems, the electrochemical fuel conversion with fuel cells
offers a more efficient and cleaner fuel conversion path towards
electricity and heat, with low noise levels and simple maintenance
requirements [23,24]. In particular, solid oxide fuel cells have been
widely considered for micro-cogeneration systems due to the fuel
flexibility, the capability for internal fuel reforming and the CO tol-
erance [25,24]. Although l�CHP systems have been extensively
investigated, namely concerning the economic feasibility and envi-
ronmental advantages [26,27], and system design (performance)
studies [28–31], as far as the authors are aware, no comprehensive
thermal analysis study on the components integration into a fuel
cell based l�CHP plant has been reported in the open literature.

The current work presents a methodology for thermal analysis
of geometrical and phenomenologically complex systems com-
posed by an arbitrary number of integrated components, each
one having a specific thermal footprint in the system. The method-
ology provides an alternative convergence pathway for the numer-
ical solution of complex problems in relation to the conventional
simulation approach. After conducting a verification procedure,
the methodology is applied to predict the thermal performance
of a fuel cell based l�CHP plant developed for supplying heat
and electricity in a decentralized (distributed) scenario.

The manuscript is organized as follows: Section 2 provides a
detailed description of the methodology, which is verified for a
specific system in Section 3 and, finally, applied to a l�CHP plant
in Section 4. Summary conclusions are presented in Section 5.
2. Proposed methodology

The current methodology divides the global problem into two
independent sets of simulations: (1) simulation of segregated com-
ponents (component-level simulations); and (2) simulation of inte-
grated components (system-level simulation). These two sets of
simulations communicate with each other through a two-way cou-
pling procedure. In the simulation of integrated components, the
overall system is considered with hollow components. This means
that the components are located in the respective installation sites
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but the interior of each component, as well as all the phenomena
that therein occurs are completely neglected. The net heat release
from components with an unknown thermal footprint on the over-
all system is iteratively calculated at the simulation of segregated
components level and exported to the simulation of integrated
components framework. At the simulation of segregated compo-
nents level, each component is individual and fully simulated apart
from other components but taking into account their thermal
interactions in the overall system.

The application of the methodology embraces two stages in the
following order: (1) problem definition; and (2) iterative two-way
coupling procedure. The problem definition stage starts by realiz-
ing which components comprising the system should be fully sim-
ulated, i.e., which components require the solution of the balance
equations that govern their internal phenomenological processes,
in order to determine their heat release to the surrounding envi-
ronment. Consequently, these components are taken into account
in the simulation of segregated components set. The problem def-
inition stage ends up by defining fictitious (auxiliary) surfaces
enclosing each selected component for full simulation. These sur-
faces are simultaneously required to define the computational
domains at both simulation levels and to couple both simulation
sets.

Fig. 1 depicts the application of the methodology to an illustra-
tive and generic system. This figure portrays particularly the prob-
lem definition stage and the data fluxes coupling both simulation
sets that are evaluated according to the iterative two-way coupling
approach. Although the methodology does not dictate a maximum
limit for the number of components, for simplicity, the system
under consideration is composed only by four generic components
whose internal operation affects the thermal performance of the
whole system. The actual processes taking place within each com-
ponent are not relevant to illustrate the methodology application.
Besides the four components, the system domain (X) can be com-
posed by solid and fluid regions.

Starting by the problem definition stage, consider that the
thermal effect of Component 3 on the system is found to be fully
characterized by a particular heat flux distribution on its external
boundary (q00

3), whereas the heat load from the remaining
Fig. 1. Schematic representation of the iterative two-way coupling meth
components is unknown. Therefore, detailed (full) simulations
are addressed only for the Components 1, 2 and 4. Proceeding with
the problem definition stage, two fictitious surfaces are arbitrarily
established around each component ascribed for full simulation
(see in Fig. 1 the Surfaces Cext

k and Cint
k represented by blue and

red lines, respectively, around the Components 1, 2 and 4). These
two surfaces have to be defined within a solid region or at a
fluid/solid interface, must encompass the component, and should
not be coincident for improving the convergence rate and the
robustness of the methodology. In fact, the experience revealed
that using the same boundary should be avoided, namely for cases
where components simultaneously receive and release heat. The
external (internal) surface corresponds simultaneously to a physi-
cal boundary in the simulation of segregated (integrated) compo-
nents and to an auxiliary interface in the simulation of integrated
(segregated) components. According to the current two-way
coupling procedure, data is evaluated along auxiliary interfaces
(dashed lines around each component in Fig. 1) in order to be
transported and imposed on physical boundaries (solid lines
around each component in Fig. 1).

The next stage consists in the application of the iterative two-
way coupling procedure whose sequence of steps is depicted in
Fig. 2. The procedure starts by performing the numerical simula-
tion for the governing equations and boundary conditions of each
selected component for the simulation of segregated components
set. This set of simulations is carried out considering for the energy
equation the boundary condition described by Eq. (1) at the com-
ponents’ external boundary (Surfaces Cext

k ). In Eq. (1), nk is the unit
outward normal vector to the external surface of component k, and

Uk;i and Tref
k;i correspond to the local overall heat transfer coefficient

and reference temperature, respectively, along the Surface Cext
k at

the iteration i.

�ðk$T � nkÞ ¼ Uk;i T Cext
k

� �� Tref
k;i

h i
ð1Þ

Initially (iteration 0 – initialization step, see Fig. 2), a global
value for the overall heat transfer coefficient (Uk) can be estimated
based on several geometrical and thermophysical parameters of
odology applied to a generic system composed by four components.



Fig. 2. Flow chart of the proposed iterative two-way coupling methodology.
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the overall system (considering a one-dimensional heat transfer
approximation) or through preliminary simulations. However, a
rough guess for the overall heat transfer coefficient can be consid-
ered without a significant penalization on the iterative conver-
gence rate of the methodology. For instance, a specific convection
heat transfer coefficient value around the component can be read-
ily considered as an initial guess. The reference temperature can be
assigned to the external (environment) system temperature. After
a converged solution is achieved for all components, the heat flux
distribution along the auxiliary interface (Surface Cint

k ) of each
component (q00

k;0) is computed and stored, and the initialization
step is over.

The step that follows corresponds to the first phase of the iter-
ative procedure itself (iterative cycle – see Fig. 2). For any iteration,
the iterative cycle starts at the simulation of integrated compo-
nents level by mapping the stored heat flux distributions (q00

k;i) on

the physical boundary of each component (Surface Cint
k ). After per-

forming the numerical simulation for the whole system with hol-
low components, the local overall heat transfer coefficients for
each component are computed on the auxiliary interfaces (Surfaces
Cext

k ) through the Eq. (2) based on specific reference temperatures.

Uk;i ¼
q00
k;i � nk

T Cext
k

� �� Tref
k;i

h i ð2Þ

If in any location along the Surface Cext
k the dot product q00

k;i � nk

becomes negative it implies that the component k will receive ther-
mal energy from the surrounding environment through such loca-
tion. In this case, the reference temperature should be assigned to
an arbitrary high value to compute the local overall heat transfer
coefficient. Therefore, two reference temperatures should be con-
sidered: one representative of the lower and other representative
of the higher temperatures. The reference temperature representa-
tive of lower (higher) temperatures should be lower (higher) than
the lowest (highest) temperature observed along the iterative
sequence of the methodology. The actual values considered for
the reference temperatures do not affect the final solution because
these values correspond to internal and auxiliary values of the iter-
ative cycle. Nevertheless, the values considered for the reference
temperatures have to assure a non-zero result for the denominator
of Eq. (2). This formalism allows for the thermal interaction (ther-
mal coupling) between fully (and independently) simulated compo-
nents, in such a way that each component can simultaneously
release and receive heat through different but well defined surfaces.

After computing the distributions of the overall heat transfer
coefficients and defining the reference temperatures for all
selected components, the current iteration continues at the simu-
lation of segregated components level for determining the heat
flux distribution on the auxiliary interfaces (Surfaces Cint

k ) of each
fully simulated component in a similar manner as previously
described for the initialization step. The actual iteration terminates
by evaluating for every component the compliance with a specific
criterion (rk;i 6 ak) taking into account an established iteration ter-
mination tolerance (ak). Although different stopping criteria can be
considered, in the current methodology formulation rk;i is based
on the heat flux distributions for each fully simulated component
obtained in the actual and previous iterations (iterations i and
i� 1, respectively), according to Eq. (3).
rk;i ¼
R

q00
k;i � q00

k;i�1

� �
dA

R
q00
k;idA

ð3Þ
If the criterion is not satisfied for at least one component the itera-
tive procedure is repeated, i.e., a new iteration (iteration iþ 1) is
performed but with a better guess for the heat flux distributions
that was obtained during the previous iteration (iteration i). The
iterative stage of the methodology comes to the end when the iter-
ation termination criterion is respected for all components.

The methodology is concluded by performing the simulation for
the overall system, at the simulation of integrated components
level, taking into account the heat flux distribution for each com-
ponent derived during the last iteration of the procedure. This
operation constitutes the finalization stage of the methodology
(see Fig. 2). The application of the methodology with a sufficiently
low iteration termination tolerance for each component allows to
achieve an equivalence between the solution obtained in both sets
of simulations and the solution that would be attained with a full
simulation (complete simulation in one simulation environment)
for the overall system.

Variations of the current methodology can be readily formu-
lated based on different methods for data mapping between simu-
lation sets, based on different strategies to account for the
possibility of a component to simultaneously receive and release
heat, or based on different criteria for the termination of the itera-
tive procedure. In particular, to alleviate the coupling process,
instead of local heat fluxes and local overall heat transfer coeffi-
cients, global values can be considered suitable for specific cases.
Moreover, even though the current methodology is formulated
for steady-state applications, a variation for unsteady conditions
can be immediately developed by assuming a quasi-stationary
state between both sets of simulations.
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The application of the present methodology contributes to an
increase in the convergence rate of the overall numerical solution,
namely for geometrically complex systems containing several
components, each one governed by specific and independent phe-
nomena with significantly different characteristic time/length
scales. This is because each component considered for full simula-
tion is simulated in an independent environment, where the
numerical stiffness can be reduced, appropriate numerical models
can be applied, and more suitable meshes can be considered. Fur-
thermore, this methodology can be exploited for thermal manage-
ment studies since it supports an automation for the design
workflow of new products (enhancing the productivity) in two
possible fashions: (1) the methodology allows for an independent
development of a specific component, while the remaining system
(components, support structures, etc.) remains fixed and ‘‘waiting”
for an improved design configuration of the component under
development; and (2) once the system components design is
closed, the current methodology can be applied systematically
for determining better positions within the overall system to
install the components, in such a way that the heat management
in the system is enhanced. The advantages of using the current
methodology for the two possible scenarios are related with the
fact that the tedious and time-consuming process related with
CAD (computer-aided design) modeling and mesh generation of
the whole system is avoided, whenever an improved component
design is to be integrated in the system (Case (1)), or the compo-
nents location in the system is shuffled (Case (2)).
3. Methodology verification

This section provides a comparison between the results from
the application of the present methodology and the results
obtained by the full simulation approach – simulation of the over-
all system in the same simulation environment. The 2D (two-
dimensional) system presented in Fig. 3(a) is considered for this
purpose. The system consists of two components enclosed by an
insulating material. Component 1 corresponds to a gas passageway
where a specific gas stream (aligned with the positive x-axis)
enters at 350 K and is heated in the last half part of the container.
The upstream and downstream manifolds of Component 1 were
Fig. 3. System considered for the methodology verification: (a) whole system and bound
for each simulation set (simulation of segregated components and simulation of integra
not considered for system simplification. Component 2 has a
semi-circular shape whose external boundaries are defined by
the Surfaces 9 and 10. The thermal performance of the Component
2 is fully characterized by a particular heat flux distribution on its
external surfaces. Therefore, according to the current methodology
only Component 1 is considered in the simulation of segregated
components framework. The boundary conditions applied along
the eight external surfaces of the overall system are presented in
Fig. 3(a). Different types of boundary conditions (Dirichlet, Neu-
mann, convection) were purposely considered to demonstrate
the robustness of the methodology.

The methodology is applied considering two cases based on the
heat flux prescribed on the semi-circular boundary of Component 2
(Surface 9). In Case I, Surface 9 is considered an adiabatic wall
(q00

9 ¼ 0 Wm�2), while in Case II an heat flux towards the insulation
equal to 250 Wm�2 is imposed. These two cases intend to promote
proper conditions to observe different thermal behaviors between
Component 1 and the remaining system. In Case I, Component 1
will only release heat to the surrounding environment, whereas
in Case II, Component 1 is expected to simultaneously release
and receive heat from the system where it is integrated.

The auxiliary interfaces for Component 1 (Surfaces Cext
1 and Cint

1 )
are presented in Fig. 3(a). The internal surface encloses the Compo-
nent 1 (gas and gas container), whereas the external surface
encompasses the Component 1 and a portion of the insulating
material. Fig. 3(b) presents the system regions (computational
domains) considered in the two simulation frameworks, according
to the current methodology. The system regions considered in each
simulation set are defined in agreement with the fictitious inter-
faces established in Fig. 3(a).

The commercial software package STAR-CCM+ (a finite volume
based CFD solver developed by CD-Adapco) was used to obtain the
solution of the temperature field in the whole system for both case
studies, considering the full simulation approach and the applica-
tion of the current methodology. For both case studies, the initial-
ization step required by the methodology (see Fig. 2) was started
by assuming for Component 1 a constant (spatially independent
– global) overall heat transfer coefficient (U1) equal to

40 Wm�2 K�1 and a reference temperature (Tref
1 ) of 300 K. The

assigned reference temperature implies an energy loss all around
ary conditions; (b) decomposition of the overall system into the regions considered
ted components).
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the component external boundary because this temperature value
is lower than the minimum temperature expected within the
component.

Figs. 4(a) and (b) present several convergence performance
parameters evaluated at both simulation levels along the iterative
process, for the two cases under consideration. In particular, Fig. 4
(a) shows the error of the actual net heat transfer rate (through the
internal auxiliary interface) in relation to the previous value
(r1;i – see Eq. (3)) and in relation to the full simulation value
(eFS1;i). Fig. 4(b) shows the net heat transfer rates (q0

1;i) and the outlet

average gas temperatures within Component 1 (Tgas;out
1;i ). A total of

eight and 18 iterations were considered for Case I and Case II,
respectively.

Both relative errors (r1;i and eFS1;i) decrease along the iterative
procedure as Fig. 4(a) shows. This decreasing behavior is more
remarkable for Case I, according to which the component indepen-
dently simulated does not receive energy through any location
along its boundary. On the contrary, for Case II the Component 1
that was considered at the initialization step (iteration 0) a purely
dissipative component has to adapt, as the iterative procedure
evolves, to the situation of receiving energy through an increasing
portion of its boundary. For this reason, a higher number of itera-
tions is observed for Case II in relation to Case I, in order to achieve
the same convergence criterion (same values for r1;i or eFS1;i). An
acceleration towards the required tolerance for Case II can be pur-
sued at the cost of providing a more accurate guess for the overall
heat transfer coefficients and reference temperatures at the initial-
ization stage.

As a consequence of the rough estimation provided for U1 and

Tref
1 for both case studies, the component considered for full simu-

lation releases more energy than that expected through the full
simulation of the system. In particular, as Fig. 4(b) supports, at
the end of iteration 0 the Component 1 in Case I and II loses about
3.84 and 4.87 times more energy, respectively, than the final values
obtained with the iterative procedure (that correspond to the val-
ues attained by the full simulation). Moreover, in full agreement
with the higher values predicted for the net heat release, the outlet
average gas temperatures for both case studies are lower than the
expected (final) values. For Case II, the prescribed heat release from
Component 2 was responsible for decreasing the net heat release
σ 1
,i [

-]
; e

1,
i

FS
 [-

]

10−6

10−5

10−4

10−3

0.01

0.1

1

10

Iteration, i [-]
0 2 4 6 8 10 12 14 16 18

σ1,i - Case I
σ1,i - Case II
e1,i

FS - Case I
e1,i

FS - Case II

(a)

N
et

 H
ea

t R
el

ea
se

 (q
' 1,

i) 
[W

.m
-1
]

Fig. 4. Progression of the iterative procedure for Case I and Case II: (a) errors registered
simulation solution (eFS1;j); (b) net heat release from Component 1 and outlet average gas
from Component 1 to the surrounding environment in relation to
Case I. Therefore, in accordance with the fact that Component 1
also receives energy from other components of the system, the out-
let average gas temperature at the end of the iterative procedure is
slightly higher for Case II in relation to Case I.

Figs. 5(a) and (b) present for Case I and Case II, respectively, the
development of the temperature solution along the iterative proce-
dure for the system region considered in the simulation of inte-
grated components. In agreement with the convergence analysis
presented in Fig. 4(a), Case I requires less iterations to converge.
Particularly, from three iterations for Case I and 15 iterations for
Case II minor temperature deviations are observed. As a conse-
quence of the starting estimate for Case II, Fig. 5(b) shows high
temperatures between Components 1 and 2, especially, for the
solutions obtained with one to three iterations. Nevertheless, as
the iterative procedure advances the temperature in this region
decreases due to the fact that Component 1 starts to receive energy
from Component 2.

Figs. 6(a) and (b) report the temperatures in the overall system
for both case studies obtained through the full simulation
approach and through the current methodology, respectively. An
iteration termination tolerance (a1) equal to 1:0� 10�3 was con-
sidered for the stopping criterion of the iterative procedure.
According to Fig. 4(a), this tolerance was achieved within only
three iterations (itotal) for Case I and 15 iterations for Case II. No
striking differences can be drawn between the results from both
approaches and, consequently, a general good matching is
addressed comparing the results of the full simulation approach
and the current methodology for both case studies. This evidence
strongly supports the validity of the proposed methodology for
thermal analysis of complex systems.
4. Application of the methodology to a l�CHP plant

The methodology presented and verified previously is herein
applied to analyze the steady-state thermal performance of a fuel
cell based l�CHP unit that was developed for supplying electrical
power and heat in a domestic context. The system is composed by
several components with a complex geometrical arrangement
within the unit. In particular, the interest in this application relies
on evaluating the external temperature of the unit, in order to
100
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Fig. 6. Temperatures in the whole system for Case I and Case II computed through: (a) full simulation approach; (b) current methodology with an iteration termination
tolerance of 1:0� 10�3.

Fig. 5. Evolution of temperatures with the total number of iterations in the system domain considered for the simulation of integrated components: (a) Case I; (b) Case II.
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demonstrate the feasibility of components integration in the
system.

4.1. Fuel cell based l�CHP plant: main components and overall
description of operation

Fig. 7 presents a schematic representation for the key compo-
nents of thel�CHPunit under consideration, aswell as the relation-
ship among these components. A global description on the unit
operation including the role played by each unit component is pro-
vided as follows. An hydrocarbon fuel stream (natural gas or biogas
mixtures) after a desulphurization stage (along the desulphurizer –
Component1) ismixedwith air in a staticmixer (Component 2). This
mixture is heated along the reformer gas preheater (heat exchanger
– Component 3) and fed to the reformer (Component 4) where the
partial oxidation of the air/fuel mixture takes place (in a catalyst
honeycomb monolith bed) for synthesis gas (mixture of H2 and
CO) generation. The reformate mixture is thereafter provided to
the anode inlet of the solid oxide fuel cell stack (Component 5).
The surplus H2 content, aswell as the CO stream from the anode fuel
cell off-gas are fully oxidized in the afterburner (Component 6). The
sensible heat of the burner exhaust gas is recovered along three suc-
cessive heat exchangers, prior to the exhaust gas release into the
atmosphere: the cathode air preheater (Component 7), the reformer
gas preheater (Component 3) and, finally, the water heater (Compo-
nent 8) where the useful thermal output from the unit is generated.
During transients, namely in the start-up regime, the cathode air
stream required for fuel cell operation is heated in an electrical air



Fig. 7. Schematic process diagram of the l�CHP unit.
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preheater (Component 9). This is due to the poor heat content of the
exhaust gas from the burner, that is insufficient to increase the cath-
ode air temperature to the requiredvalues. Theelectrical power gen-
erated in the fuel cell stack is controlled and delivered to external
electrical grid by the power electronics unit (Component 10) that
is essentially composed by an inverter and a control system. A com-
plementary description on the l-CHP system features can be found
elsewhere [32].

For numerical simulation purposes, Fig. 8 presents the compu-
tational room where the unit was placed, the external geometry
of the unit, the main components affecting its thermal perfor-
mance and the components location within the unit. The most crit-
ical components due to its high thermal power were placed within
an insulated block (see ‘‘Insulated Components” in Fig. 8). A venti-
lated room for the unit installation was considered to avoid the
need of applying specific boundary conditions directly on the
external unit surfaces. The CAD model of the unit was subjected
to a geometry cleanup (defeaturing) process for the elimination
of irrelevant (minor) features that do not critically affect the heat
transfer and fluid flow behavior. This initial stage for geometry
simplification becomes of paramount importance for the success-
ful preparation of the computational representation (mesh genera-
tion) of the unit, as well as for decreasing the computational labor
for achieving a converged solution. CAD modeling (defeaturing)
and mesh generation were carried out with the software package
STAR-CCM+.

4.2. Segregated components framework

According to the proposed methodology, three fundamental
components were considered for full simulation (in the simulation
of segregated components framework). These critical components
correspond to the reformer gas preheater, the reformer and the
anode off-gas burner. Figs. 9(a) to (c) present the mesh geometry
for these components.

The reformer gas preheater consists of a compact plate-type
heat exchanger with the function of increasing the reformer inlet
gas temperature at the expense of the heat content of the flue gases
from the burner (see ‘‘Component 3” in Fig. 7). Different meshes
were developed for the solid and fluid regions taking into account
conformal interfaces. For the solid phase a polyhedral mesh and
the embedded thin mesher for the thin tubes were considered,
whereas for the fluid region a combination of polyhedral cells with
a prismatic layer on the walls was regarded, as well as mesh
extruders for the inlet and outlet sections. The overall mesh for
the reformer gas preheater presented in Fig. 9(a) is composed by
approximately 4.5 million cells. The fresh reactive mixture enters
through the cold stream inlet section at 27:5 �C and with a mass
flow rate of 5:77� 10�4 kg s�1, while the hot stream enters in the
heat exchanger at 463:4 �C and with a mass flow rate of about
6:79� 10�3 kg s�1. The thermophysical properties of the cold and
hot streams are related with the mixture composition from the
mixer and off-gas burner, respectively.

The reformer is composed by a cylindrical catalyst block (along
which the reforming reactions take place) located in between two
conical tubes. The catalyst block corresponds to a ceramic (cordier-
ite) honeycomb monolith with square-shaped cells (600 cpsi) onto
the surfaces of which the catalytic active particles are dispersed.
For three-dimensional fluid flow and conjugate heat transfer sim-
ulation purposes, the symmetry characteristics of the reformer
tubular geometry were taken advantage of to reduce the required
computational cost. Therefore, only 1/8 of the total reformer cross
sectional area, i.e., only a 45� longitudinal slice of the entire refor-
mer geometry was considered for simulation. Fig. 9(b) shows sev-
eral features of the mesh considered for simulations. The mesh is
composed by polyhedral cells with a prismatic layer on the wall
of the fluid region to account for boundary layer development. A
particular refinement was applied in the catalyst monolith region.
The overall conformal mesh is composed by approximately 1.4 mil-
lion cells. In this study, methane was considered the fuel. A tem-
perature equal to 350 �C, an air to fuel equivalence ratio (k) of

0.31 and a total volumetric fuel flow rate of 2 NL min�1 were con-
sidered as the operating condition for the reformer.

The burner is composed by two concentric metal pipes of differ-
ent lengths, forming a two-stage combustion chamber. The fuel
mixture enters through the inner pipe, whereas the air stream
from the fuel cell cathode enters in the outer pipe through a tan-
gential placed tube. Drilled holes in the inner pipe allow the pas-
sage of air from the outer to the inner pipe, in order to fed the
first combustion chamber with oxidizer. A refined polyhedral mesh
with a prismatic layer on the walls and extrusions both at the inlet
and outlet was used. Special refinement care was considered for
the first chamber holes and in the inner pipe (flame region). The
conformal mesh for the off-gas burner presented in Fig. 9(c) com-
prises approximately a total of 4 million cells. The anode off-gas
and cathode air streams enter in the burner at 761 �C and 690 �C,
respectively. The fuel mixture has a total mass flow rate of about
2:863� 10�4 kg s�1 and is composed by 0.43% and 2.6% on a mass
basis of H2 and CO, respectively.

4.3. Integrated components framework

At the simulation of integrated components level, the ventilated
room is considered along with the whole l�CHP unit, except the
internal regions of the unit components. Figs. 10(a) and (b) show
several features of the mesh considered for simulation in the air
region along two orthogonal planes, and on the external surfaces
of the unit and unit interior main components, respectively. A
refined polyhedral mesh with a prismatic layer on the walls of
the unit external panels and internal components was considered.
A conformal mesh was ensured at the interfaces between regions
described by different physics. The overall mesh is composed by
a total of 2.5 million cells.



Fig. 8. Geometric definitions and internal components of the l�CHP unit.

Fig. 9. Mesh representation for the unit components considered in the simulation of segregated components set: (a) reformer gas preheater; (b) reformer; (c) burner.
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In accordance with the proposed methodology, the heat release
from critical components considered at the simulation of
segregated components level is iteratively updated on the
simulation of integrated components framework. For components
that were not considered for full (single) simulations, an
iteration-independent boundary condition is required on their
physical boundaries. Table 1 lists the boundary conditions applied
for all components comprising the l�CHP unit. These conditions
were considered based on the components operation for the
current unit working regime [32].



Fig. 10. Mesh geometry for the simulation of integrated components: (a) surrounding air in two orthogonal plane sections (ventilated room (a-1); close view at the unit
without and with external panels (a-2) and (a-3), respectively); (b) unit external panels and interior main components.
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At the inlet section of the ventilated room where the unit is
installed, a specific air velocity (normal to the inlet section) and
temperature are imposed. The velocity magnitude was determined
equal to 0:01 m s�1, considering a suitable air renewal rate in the
room, and a constant air temperature at the room inlet section
equal to 20 �C was considered. The room walls (floor, ceiling, lat-
eral walls) are considered adiabatic, no-slip and impermeable
boundaries. The generated heat due to the unit operation is
rejected from the room through the chimney by convection.

4.4. Numerical models

The numerical solution for the boundary value problems
defined previously was achieved applying the tools provided in
the software package STAR-CCM+. The ideal gas law was consid-
Table 1
Boundary conditions applied for all unit components (see Fig. 8 to locate each
component within the unit).

Component Boundary Condition

1: Blower 1 Adiabatic surface
2: Tubes Adiabatic surface
3: Water heater T ¼ 300:00 �C
4: Fuel cell q00 ¼ 118:77 Wm�2

5: Insulated
components

5.1: Burner q00 iteratively
computed

5.2: E. cathode air
preheater

T ¼ 650:00 �C

5.3: Fuel pipe T ¼ 761:00 �C
5.4: Cathode air preheater q00 ¼ 190:09 Wm�2

5.5: Air pipe T ¼ 690:00 �C
5.6: Pipe Adiabatic surface
5.7: Reformer gas
preheater

q00 iteratively
computed

5.8: Reformer q00 iteratively
computed

5.9: Mixer Adiabatic surface

6: Blower 2 Adiabatic surface
7: Desulphurizer Adiabatic surface
8: Air filter Adiabatic surface
9: Inverter q00 ¼ 77:21 Wm�2

10: Electric cabinet q00 ¼ 44:29 Wm�2
ered as the equation of state for each fluid phase region. The segre-
gated flow and segregated fluid temperature models were applied
for the reformer gas preheater, reforming reactor and for the sim-
ulation of integrated components. The segregated flow and segre-
gated fluid enthalpy models were applied for the off-gas burner.
The SST k�x turbulence model was taken into account for closure
of the Reynolds-Averaged Navier-Stokes equations considered for
the reformer gas preheater and for the off-gas burner. A multi-
component mixture description was regarded for the fluid regions
of the reformer gas preheater, reformer and burner. Along the
reformer, the conversion of the fresh feedstock mixture into syn-
thesis gas was evaluated through user defined functions, based
on an extensive data set for catalyst characterization carried out
through a 1D single-channel heterogeneous model [33,34]. The
non-premixed combustion of the fuel along the anode off-gas bur-
ner was taken into account through the PPDF reacting model. The
segregated solid energy model was employed for the evaluation of
the temperature in the solid regions. Microtherm MPS was the
insulating material applied around the insulated components. A
high temperature resistant stainless steel was considered for the
reformer, reformer gas preheater, and off-gas burner housings. A
thermal conductivity equal to 0.0245, 20.0, 3.0, and
15:1 Wm�1 K�1 was applied for the Microtherm MPS insulating
material, metallic support structures, honeycomb catalyst bed,
and stainless steel, respectively.
4.5. Results

During the methodology initialization step, a constant overall
heat transfer coefficient equal to 10, 25 and 40 Wm�2 K�1 was con-
sidered for the reformer gas preheater, reformer and off-gas bur-
ner, respectively. These initial (coarse) estimates were considered
based on the fluid flow characteristics expected in the vicinity of
each component. For all components, the assigned reference tem-
perature was equal to 293 K. The addressed reference temperature
combined with the high stream temperatures and with the
exothermal nature for the thermo-chemical processes occurring
in the components anticipates an heat release all around the com-
ponents boundaries.



Fig. 11. Temperature on the external surface of the insulated block.

Fig. 12. Temperature on the external surface of the unit main components.

Fig. 13. Temperature on the unit external panels.
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An iteration termination tolerance of 1% was considered for all
components during the iterative procedure. This tolerance was
achieved within three iterations. The fast convergence is in full
agreement with the methodology performance observed in the
verification procedure (Section 3), since the three components sim-
ulated individually do not receive energy from the surrounding
system due to their location within the unit, which is coherent
with the provided estimates for the initialization stage. At the
end of the iterative procedure, a total heat release equal to 23.53,
28.96 and 58.40 W was calculated for the reformer gas preheater,
the reformer and the off-gas burner, respectively.

Fig. 11 shows the temperature on the external surface of the
insulated components. The insulation morphology and thickness
around the off-gas burner constitute a critical issue since the max-
imum temperatures on external surface of the insulated
components are related with the burner operation. The external
insulation surface around the lateral walls of the burner reaches
temperatures up to 257 �C. Nevertheless, the most problematic
hot-spots driven by the burner activity are located on the interface
between the burner insulation and the insulation that involves the
cathode air preheater and the reformer gas preheater, where tem-
peratures up to 402 and 329 �C are observed. The high exothermic-
ity related with the H2 and CO total oxidation reactions carried out
within the burner, together with insulation imperfections around
the burner installation site is responsible for a higher heat release
value observed for the burner operation in relation to the heat
release from the remaining components.

Fig. 12 presents the temperature on the external surface of the
components inside the unit. Components located at the bottom of
the unit are at a lower temperature than the components located in
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the upper regions. The insulation surface around the burner is the
region with the highest temperatures inside the unit. On the upper
surface of the fuel cell a maximum temperature of about 160 �C is
registered.

Fig. 13 shows the results for the temperature on the external
panels of the unit. In general, the temperature of the panels
increases from the bottom to the top of the unit. The maximum
temperature in the unit external panels is observed in the upper
panel (about 69 �C). This hot-spot in the unit upper panel is mainly
attributed to the high heat release from the burner and fuel cell
stack. For the conditions considered in this study to the l�CHP
plant operation, a decrease in the temperatures on the unit exter-
nal panels can be attained by increasing the insulation thickness
and improving the insulation shape around the burner installation
site. In particular, a special effort should be ascribed to minimize
the insulation geometrical defects, namely at the interface
between the insulation that surrounds the burner and the insula-
tion that encloses the cathode air preheater and the reformer gas
preheater, where critical hot-spots are observed. As suggested in
the literature [35], an alternative (or additional) measure for
decreasing the temperatures of the external panels would be the
application of an hot-box compartment in order to encase the most
critical heat dissipative components, namely the insulated block
and the fuel cell stack.

5. Conclusions

A robust methodology for thermal analysis of complex multi-
component systems was proposed. The methodology decomposes
the global problem into two sets of simulations. An iterative
two-way procedure for coupling both simulation realms was
defined in such a way that one set of simulations provides the
boundary conditions for the other set. Besides promoting an
increase in the convergence rate of the overall numerical solution,
the current methodology can be applied for thermal management
studies with the additional advantage of avoiding the tedious and
labor-intensive effort related with CAD modeling and mesh gener-
ation of the whole system, whenever an improved component
design is to be integrated in the system or the components location
in the system is modified. For a particular system with different
boundary conditions, the methodology was successfully verified
against the results of the full simulation approach. The methodol-
ogy was thereafter applied for a comprehensive thermal analysis
study of a fuel cell based l�CHP plant developed for providing
electricity and thermal energy at a domestic level. The application
of the methodology, considering a specific operating condition for
the l�CHP plant, enabled the determination of the temperature
distribution within the unit and on the unit external panels. Criti-
cal hot-spots (up to about 400 �C) were observed on the external
surface of the unit internal components. At the external unit panels
a maximum temperature of about 69 �C was registered. A mini-
mization of these hot-spots, as well as an approach to an adiabatic
regime of operation for the critical components can be attained by
increasing the insulation thickness and improving the insulation
distribution.
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