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Abstract
A novel perturbative Monte Carlo mixed quantum mechanics (QM)/molecular mechanics (MM) approach has been
recently developed to simulate molecular systems in complex environments. However, the required accuracy to effi-
ciently simulate such complex molecular systems is usually granted at the cost of long executing times. To alleviate this
problem, a new parallelization strategy of multi-level Monte Carlo molecular simulations is herein proposed for hetero-
geneous systems. It simultaneously exploits fine-grained (at the data level), coarse-grained (at the Markov chain level)
and task-grained (pure QM, pure MM and QM/MM procedures) parallelism to ensure an efficient execution in heteroge-
neous systems composed of central processing units and multiple and possibly different graphical processing units. This
is achieved by making use of the OpenCL library, together with appropriate dynamic load balancing schemes. From the
conducted evaluation with real benchmarking data, a speed-up of 56x in the computational bottleneck part was
observed, which results in a global speed-up of 38x for the whole simulation, reducing the time of a typical simulation
from 80 hours to only 2 hours.
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1 Introduction

Computer simulations have become standard tools in
chemical research, allowing for the prediction and char-
acterization of complex molecular structures. Advances
in this field are not only due to improvements of physi-
cal models, but also to improvements in computing sys-
tems, which substantially reduce the computational
time. Today, thousands of compounds can be screened
in a matter of minutes for compatibility and possible
activity. This plays a crucial role in drug design
(Geromichalos, 2007), to which thousands of lives
are tied.

Molecular simulations are commonly based on
molecular dynamics (MD) or on the Monte Carlo
(MC) method. MD simulates the system by calculating
the forces acting on each atom, applying classical
mechanics to evolve the system in time. MD allows the
study of a wide range of dynamical properties, such as
the conformational landscape of a molecule. However,
usable results can only be obtained by using very small
time steps (in the order of a femtosecond), which limits

the system simulation to the order of microseconds.
Conversely, the Metropolis MC method (Metropolis et
al., 1953) samples the system in the ensemble space,
rather than following a time coordinate. With this
method, a sequence of random configurations is
obtained on the basis of Maxwell-Boltzmann statistics,
by performing random movements at each frame and
by evaluating the corresponding change of the system
energy. The resulting set is then analyzed from the per-
spective of the specific thermodynamic property under
consideration. Even though MC does not enable the
computation of dynamical quantities, it allows the
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study of processes with longer timescales, for which
sampling in time would be infeasible.

Accordingly, the underlying method for calculating
the energy of a given molecular structure can vary
depending on the system and the properties under
study. The choice can fall to traditional molecular
mechanics (MM), quantum mechanics (QM) or mixed
QM/MM methods. MM approaches represent atoms
and molecules through ball and spring models, with
heavily parameterized functions to describe their inter-
actions. However, such an approach may lead to sev-
eral limitations. For example, atomic bonds have to be
kept throughout each simulation, thus preventing the
chemical reaction being modeled in a single run.
Alternatively, QM approaches explicitly simulate the
electrons, at a cost of a much higher computational
burden, as they involve obtaining approximate solu-
tions to the Schrödinger equation. Furthermore, the
computation cost of most QM methods scales exponen-
tially with the system size, thus impeding the modeling
of more complex structures. An alternative solution
consists of a mixed QM/MM approach, which com-
bines the strengths of each method. In this case, a small
active region is simulated with QM, while the remain-
ing environment is represented by classical MM.
Nevertheless, the combination of the mixed QM/MM
terms with the pure QM and MM terms that co-exist in
this approach usually result in a very computationally
diverse algorithm containing both heavy single-
threaded code and several opportunities to exploit task
and data parallelism.

In this context, the perturbative Monte Carlo (PMC)
mixed QM/MM method, first suggested by Truong and
Stefanovich (1996), was presented as a promising
approach to mixed QM/MM calculations. In this
method, the coupling between QM and MM is approxi-
mated by using perturbation theory, leading to 2-body
interaction energy terms. However, the algorithm has
to be designed to take full advantage of this separation,
and no efficient implementation was ever put forward.

In this work, a multi-device parallel approach to
PMC is proposed, by using Metropolis MC sampling
and a mixed QM/MM method for the energy calcula-
tion. In the presented solution, the QM/MM part of
the PMC algorithm (henceforth referred to as the PMC
cycle) is accelerated using OpenCL. The QM part (hen-
ceforth referred to as the QM update) invokes the
widely used MOLPRO (Werner et al., 2012) program
package, and it is accelerated by exploiting multiple
central processing unit (CPU) cores to run several inde-
pendent state-space Markov chains. The proposed solu-
tion is both versatile and scalable, enabling researchers
to combine different generations of computing plat-
forms, accompanying the growing tendency of hetero-
geneous computational clusters. Accordingly, the main
contributions of this work are the following.

1. First parallel heterogeneous solution for the pertur-
bative Monte Carlo QM/MMmethod.

2. Acceleration procedure based on the simultaneous
exploitation of fine-grained (at the data level),
course-grained (at the Markov chain level) and
task-grained (pure QM, pure MM and QM/MM
procedures) parallelism to achieve a scalable solu-
tion for heterogeneous platforms.

3. Integration of a performance-aware scheduling
algorithm in the parallel PMC simulation to enable
the full and balanced exploitation of the comput-
ing power of all the different devices in a given het-
erogeneous platform.

4. Study and evaluation of other acceleration and
energy saving opportunities based on the adapta-
tion of the numerical precision used by the
algorithm when considering either double or
single-precision floating-point or fixed-point repre-
sentations. Such a study was integrated in the con-
ducted performance and power analysis.

Hence, by properly parameterizing the kernels, the
same OpenCL solution may be efficiently run in very
different platforms (e.g. CPUs, graphical processing
units (GPUs), CPUs+GPUs, etc.), where each of
these platforms may constitute an individual processing
node of a scalable multi-node processing infrastructure,
e.g. CPU/GPU computational cluster managed either
using MPI or OpenCL (Kim et al., 2012). In particular,
the considered proof-of-principle implementation that
is herein presented is focused on tackling the existing
parallelization challenges and on demonstrating and
evaluating the performance advantages of the proposed
CPU+GPU parallelization. In accordance with this,
it considers a single processing node equipped with a
(AVX2 enabled) quad-core Intel i7-4770K CPU and
several different GPU accelerators, from NVIDIA and
AMD.

By considering the execution on a single CPU core
as a steady baseline reference, it is shown that a speed-
up of about 38 3 is obtained when running multiple
Markov chains in parallel, by exploiting the multi-core
CPUs to simultaneously run several QM updates, while
the GPU accelerators execute independent instances of
the PMC cycle. For the longest QM/MM simulation
herein discussed, this effectively reduced the full execu-
tion time from ;80 hours to ;2 hours.

The rest of this paper is organized as follows: Section
2 provides a brief background on the PMC QM/MM
algorithm. Section 3 discusses the existing paralleliza-
tion opportunities and presents the proposed parallel
solution. Furthermore, a dynamic load balancing for
multiple heterogeneous accelerators is presented, as well
as an approach to sample the MC state-space in parallel
using multiple CPU cores. Section 4 describes the
benchmarking setup and presents the timing and the
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speed-up results for the simulation bottleneck (PMC
cycle) and the complete PMC QM/MM run, when run-
ning single and multiple Markov chains. In Section 5, a
study about the impact of using mixed precision (single
and double precision floating-point, as well as fixed-
point) on the execution time and power consumption of
the bottleneck procedure is presented. Finally, related
work is discussed in Section 6.

2 Perturbative Monte Carlo QM/MM

The present paper is focused on the computational
aspects of the PMC algorithm, with a particular empha-
sis on the acceleration and use of hybrid computing
nodes. Nevertheless, a brief characterization of the
QM/MM simulations under study, together with an
overview of the PMC method, is herein presented.

The perturbative Monte Carlo QM/MM algorithm
is a molecular simulation procedure designed to study
mixed QM/MM simulations. These interactions usually
consider a circumscribed region of interest and an
immersive environment. For the purpose of describing
the PMC method, a chemical solution composed of a
solute (region of interest) and a solvent (environment)
will be herein considered as an example. Accordingly,
Figure 1 depicts such a system, comprised of a single
solute molecule (molecule C), which is treated at the
QM level, and two solvent molecules (molecules A and
B), treated at the MM level. Then, by applying a
Metropolis MC step, one of these molecules will be
randomly picked, translated and rotated to generate a
new structure. This last MC step will be either accepted
or rejected, according to the resulting energy change.
This energy change is computed by considering two
types of interactions with the displaced molecule (e.g.
molecule A), resulting in both QM/MM energy terms
or pure MM terms. The QM/MM terms account for
the interaction with the QM solute (molecule C),
whereas the MM energy terms account for the interac-
tion with every other solvent molecule (in this case, just
molecule B). Furthermore, for both levels of theory
(QM/MM or pure MM), Coulomb and van der Waals
(vdW) contributions have to be considered.

Figure 2 illustrates the dataflow corresponding to
the considered PMC method. In each iteration, the
PMC cycle comprehends K Monte Carlo steps of the
MM subsystem, while keeping the QM region static. In
another process, the electronic density of the QM
region is updated (QM update) by using MOLPRO,
and the result is subsequently used in the next PMC
cycle. As described earlier, the system energy variation
has to be computed at each MC step (henceforth
referred to as a PMC cycle step), given by

DE =DEC
MM +DEvdW

MM +DEvdW
QM=MM

+DE
C, nuclei
QM=MM +DE

C, grid
QM=MM

ð1Þ

where each DE term corresponds to a program proce-
dure in Figure 2. The C superscript in Eq. (1) refers to
Coulomb interaction terms. The most computationally
intensive step corresponds to the DE

C, grid
QM=MM term calcu-

lation. In the approach that is herein presented, the
DE

C, grid
QM=MM term is computed by expressing the elec-

tronic density of the QM system in an atom-centered

Figure 1. A system composed of one solute molecule (C) and two solvent molecules (A and B). For each MC step, the difference
in terms of the energy between the displaced molecule (A) and every other molecule has to be computed, but at different levels of
theory.

Figure 2. Perturbative Monte Carlo QM/MM method. Time
footprint for a single PMC cycle step when processing bench-A
dataset (see Section 4) running on one core of the Intel i7-4770K
CPU (AVX2 enabled).
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discrete grid, which is subsequently used for computing
the interactions with the MM charges.

Figure 2 also includes a profiling evaluation exe-
cuted on a single-core of an Intel i7-4770K CPU with
vector instructions enabled (AVX2), when processing
the bench-A input dataset (see Section 4 for additional
details). Figure 3 complements this information by pre-
senting the overall execution results for a few PMC
iterations, whereas Figure 2 depicts a more detailed
overview of each step of the simulation bottleneck. The
Coulomb grid QM/MM procedure (DE

C, grid
QM=MM) repre-

sents, for all the tested input QM/MM systems, the
most time-consuming part of each PMC cycle step. The
pseudo code corresponding to this energy computation
is presented in Algorithm 1. For each {atom, grid point}
pair (considering the atoms of the displaced molecule),
the Coulomb potential is computed. Furthermore, since
periodic QM/MM systems are herein considered
(defined by a repeating simulation box), the spacial
range of the considered electrostatic interactions (i.e.
Coulomb, vdW) has to be limited by a cutoff distance
in space (rc). Accordingly, shifted potentials (Vshift)
(Fennell and Gezelter, 2006) are used in the DE

C, grid
QM=MM

interaction terms

Vshift =
1
r
� 1

rc
+ 1

r2
c
(r � rc) r\rc

0 r � rc

�
ð2Þ

affecting each term differently, depending on the dis-
tance between each {atom, grid point} pair (r), and com-
pletely disregarding the interaction (set to 0) whenever
r � rc. The use of shifted potentials can be observed in
Algorithm 1, resulting in four separate space regions
depending on the distance between the considered grid
point and both the old and the new set of coordinates of
each atom of the displaced molecule. Hence, four
slightly different energy expressions (resulting from the
application of Vshift) may be computed. The DEC

MM and
DEvdW

MM terms have similar algorithm structures, although
the involved data and the corresponding expression for
the energy computation vary slightly.

3 PMC cycle parallelization

This section describes the proposed parallelization of
the PMC QM/MM algorithm, by exploiting heteroge-
neous platforms composed of a multi-core CPU and

one or more accelerators (e.g. GPUs). The multi-core
CPU is responsible for coordinating all the accelerators
and for running the QM update procedure, whereas the
accelerators run the PMC cycle, which represents the
bottleneck of the PMC iteration. Furthermore, in order
to ensure a full compatibility with a wide range of dif-
ferent accelerators, the proposed parallel solution for
the PMC cycle was developed using the OpenCL frame-
work. Although the resulting OpenCL code was partic-
ularly optimized for GPU architectures, it also runs on
other devices (e.g. Intel Xeon Phi).

3.1 Considered parallelization models

When looking at the diversity of computational plat-
forms that are commonly available today, two distinct
QM/MM simulation cases deserve particular attention:
running fewer Markov chains than the number of
available OpenCL accelerators, and the opposite case.
While the former is typically found in multi-node com-
putational clusters, requiring the use of specially tai-
lored communication-aware load balancing approaches
(Li and Lan, 2005; Meng et al., 2010; Zheng et al.,
2010), the latter is more common in single node sys-
tems. In this subsection, the available parallelism of
both simulation environments is analyzed, by focusing
on the simultaneous exploitation of multiple levels of

Figure 3. Four complete PMC iterations, each one comprised of a QM update and 4k PMC cycles (see Figure 2) for bench-A
dataset (see Section 4), running on one single core of the Intel i7-4770K CPU (AVX2 enabled). The bottleneck of each PMC iteration
is the PMC cycle.

Algorithm 1 Coulomb QM/MM energy contribution.

Init: Energy = 0.0
Init: rc ! Coulomb cutoff (run parameter)

for each atom in changed molecule do
for each point in charge grid do

rold = distance(atom, point) in reference system
rnew = distance(atom, point) in new system
qs= � pointcharge3atomcharge

if rnew\rc and rold\rc then
Energy+ = qs3( 1

rnew
� 1

rold
+ 1

r2
c
(rnew � rold))

else if rnew\rc and rold � rc then
Energy + = qs3( 1

rnew
� 1

rc
+ 1

r2
c
(rnew � rc))

else if rold\rc then
Energy � = qs3( 1

rold
� 1

rc
+ 1

r2
c
(rold � rc))

end if
end for

end for
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parallelism, in order to achieve a scalable solution for
heterogeneous platforms.

The MC state-space can be sampled by running sev-
eral Markov chains in parallel, allowing the simulta-
neous execution of the respective PMC cycles.
Furthermore, this technique also allows execution of
the QM update process for several chains in parallel, by
using the available CPU cores. This execution layout is
shown in Figure 4. Although the depicted example cor-
responds to three independent chains, this number can
scale with the available computational resources.
Moreover, to minimize the execution time, more
OpenCL accelerators can be added to the system, by
running more chains in parallel. Accordingly, the num-
ber of independent chains n that should be spawned in
parallel in order to minimize the average per-chain exe-
cution time is dependent on: (i) the time taken for one
CPU core to perform a chain QM update (tQM ); (ii) the
time taken for each accelerator x to compute a chain
PMC cycle (tx

PMC), which is also dependent on the num-
ber of PMC cycle steps K (see Figure 2); and (iii) the
number of CPU cores (C) and accelerators (A), and
eventually limited by the amount of host memory. In
particular, for cases where the host CPU cores repre-
sent the most limiting factor (i.e. tQM=C � tPMC=A), the
number of independent chains should be set greater
than the number of CPU cores (n.C) in order to guar-
antee a convenient overlap between QM and PMC
cycle updates. On the other hand, whenever the system
is limited by the time taken for the accelerators to per-
form the PMC cycle (i.e. tQM=C � tPMC=A), the optimal
number of chains is mostly dependent on the number
of accelerators, which should be set such that n.A. In
other cases, the minimum per-chain execution time is
usually attained when the number of chains is greater
than the sum of the number cores and the number of
accelerators (n.C +A).

On the other hand, the PMC cycle offers many
opportunities for data and task-level parallelism.
Figure 5 (left) shows the data dependencies of each pro-
cess in the PMC cycle. In particular, the data structure
corresponding to the changed molecule (chmol) is writ-
ten by the Monte Carlo step and it is subsequently read
by all the energy calculation procedures, which com-
pute their respective DE energy terms to be processed
by the Decide & Update procedure. Then, if the step
under consideration is accepted, the lattice correspond-
ing to the MM region (see Figure 1) is updated with
the tested chmol configuration, and a new Monte Carlo
step may take place. Unlike the other data structures,
the grid corresponding to the QM region (see Figure 1)
is not modified within the PMC cycle. Instead, it is
updated by the QM update process. Hence, the
described data dependencies within the PMC cycle
imply that the energy contribution procedures can be
executed in parallel with respect to each other.
Furthermore, even the energy calculations are amen-
able to parallelism, as each of them can be mapped to a
parallel reduction structure. For the particular case of
the Coulomb grid QM/MM procedure, this can be veri-
fied by inspecting Algorithm 1. Having this in mind,
the next subsection describes the implemented OpenCL
kernels for the PMC cycle.

3.2 OpenCL kernels for the PMC cycle

The implemented OpenCL kernels for the PMC cycle
are listed and mapped to the corresponding procedures
in Figure 5 (right). The amount of parallelism that can
be extracted within each kernel varies according to
existing data dependencies and the amount of input
data. Accordingly, it is highest in the q3m_c kernel, not
only because the Coulomb QM/MM energy interaction
is highly data-parallel (as can be observed by analyzing
Algorithm 1), but also due to the size of the grid it takes
as input, which may vary from hundreds of thousands
to millions of grid points. This data set remains resident
in the accelerator’s memory between PMC cycle steps.

A diagram of the q3m_c and q3m_finish kernels is
presented in Figure 6. Firstly, each work-item loads P
grid points and the A atoms that comprise the chmol
molecule from the global memory. The latter corre-
sponds to a global memory broadcast, whereas the for-
mer is performed by P coalesced global memory read
instructions, each reading a contiguous stripe of grid
points to the work-group (step 1, in Figure 6). Then,
for each {atom, grid point} pair, the corresponding
work-item computes the squared Cartesian distance
(within a periodic box) and compares it with squared
cutoffs, thus avoiding an expensive sqrt operation.
Depending on the resulting distance, the corresponding
energy expression is computed (see the cutoff branches
in Algorithm 1) and the results are accumulated in pri-
vate memory (step 2). After this, the work-items of the

Figure 4. MC state-space alongside with the execution
timeline for three Markov chains.
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same work-group reduce the computed energies in their
local memory, by accumulating all terms in one single
memory address after log2(work� groupsize) iterations
(step 3). Then, the first work-item of each work-group
writes the obtained partial result in the global memory,
and a final reduction kernel with only one work-group
is launched (step 4), to reduce the remaining terms into
a single value (different work-groups cannot communi-
cate via global memory).

Hence, by including a first set of energy reductions
in the same kernel as the DEC

QM=MM energy computa-
tion (q3m_c), expensive global memory transfers that
would otherwise be required between kernel launches
are avoided. Furthermore, all reductions are organized
in order to favor warp/wavefront release, ensuring that
half of the active work-items finish their execution soon

after each reduction iteration, thus promoting higher
GPU occupancy. The corresponding reduction struc-
ture is presented in Algorithm 2, which closely resem-
bles the recursive halving algorithm widely used in MPI
applications (Thakur and Gropp, 2003).

The mm_vdwc and q3m_vdwc kernels have a fairly
similar structure, except for the involved data and the
considered energy expression. The former accounts for
the Coulomb and vdW interactions between the chmol
and the lattice, whereas the latter accounts for the inter-
action between the chmol and the QM atomic nuclei.

3.3 Exploiting multiple OpenCL devices

The two kernels that are responsible for the DE
C, grid
QM=MM

energy contribution (q3m_c and q3m_finish) have the

Figure 5. Data dependencies within the PMC cycle (left), together with a mapping of the PMC cycle procedures to OpenCL
kernels (right). Kernels marked with a ( � ) correspond to auxiliary routines, only present in the parallel version. The lattice and grid
data structures hold the data corresponding to the MM and QM regions, respectively (see Figure 1). Dotted lines represent partial
reading of a data-structure.

Figure 6. q3m_c and q3m_finish kernels structure. In this example, work-group 0 was presented with additional detail, although all
work-groups share an identical structure. Likewise, the 8 work-items per work-group configuration was adopted for simpler
illustrative purposes, as the work-group size is fully parametrizable.
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highest execution time in the original serial run (see
Coulomb grid QM/MM term in Figure 2). Moreover,
according to the dependency chart depicted in Figure 5,
they only depend on the chmol data structure from the
MC step and on the grid data (which is written once to
the OpenCL device at the start of each PMC cycle). On
the other hand, typical grids have hundreds of thou-
sands to millions of points, allowing for a fine-grained
partition among devices. Accordingly, all those condi-
tions make these two kernels the best candidates for
multi-device acceleration.

Figure 7 illustrates the described parallelization
approach for a generic heterogeneous system composed
of a host CPU and N different OpenCL devices. In this
approach, the host is responsible for syncing the opera-
tions between the OpenCL devices, which share partial
energy results on every iteration. In this particular
example, device 0 is running all kernels, although
q3m_c and q3m_finish only compute part of DE

C, grid
QM=MM.

Devices 1 to N, which might be accelerators with differ-
ent compute capabilities, calculate the remaining terms
of DE

C, grid
QM=MM. The relative performance of the accelera-

tors, together with the complexity of the assigned ker-
nels, will determine the fraction of the grid that each
one gets (G0% to GN%). More performance details for
this type of configuration are presented in Section 4.

The overhead introduced by the device synchroniza-
tion, to be executed at every step, is caused by several
factors. Firstly, to read and write the partial energies of
each device, one has to call the OpenCL functions
enqueueReadBuffer and enqueueWriteBuffer, which also
include an implicit clFinish statement to wait for the
previous kernels in that step to finish (launches are
chained using OpenCL events). This is accounted for in
the R/W Launches block, in Figure 7. Secondly, each
memory transfer introduces a small overhead corre-
sponding to a copy of one floating point number per
reduced energy term. Finally, syncing the host-side
threads that are managing the OpenCL accelerators
(Barrier Sync) and launching and parameterizing the
OpenCL kernels (Launch overhead) also introduces
some overhead.

3.4 Load balancing

To account for the possible heterogeneity of the com-
putational platform, load balancing techniques were
conveniently devised to distribute the computation of
the system energy among the available OpenCL accel-
erators. In this respect, several strategies could be
employed, including task-level approaches to distribute
the computation of the several energy terms among the
co-existing accelerators, data-level approaches to distri-
bute the computation of each individual energy term,
or mixed approaches. However, given the substantial
difference between the computational cost of the
Coulomb grid QM/MM energy term (DE

C, grid
QM=MM) and

the remaining terms (which account for less than 10%
of the accelerated execution time), only data-level load
balancing approaches are herein considered, such as
distributing the computation of the Coulomb grid QM/
MM energy term among the existing accelerators, as
illustrated in Figure 7.

Figure 7. Exploiting multiple heterogeneous OpenCL devices to execute the PMC cycle. The execution is balanced by running
different kernels on each device and dividing the work of the heavier kernels (q3m_c and q3m_finish).

Algorithm 2 Pseudo code for energy reduction.

Init: : local size= Sizeofthiswork � group
Init: : local½localid�= PrivateDEC

QM=MMenergy

for offset= local size=2; offset.0; offset..= 1 do
if localid \ offset then

localid\offsetlocal½localid�= local½localid +
offset�+ local½localid�;

Local Barrier. Wait for work–group.
end if

end for
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The amount of grid data that is assigned to each
device on each iteration is chosen according to a
dynamic load balancing algorithm (adapted from
Clarke et al. (2011)), by using performance information
from previous iterations to balance the load. To accom-
plish this, the 3D grid is divided into n small and inde-
pendent grid blocks. In the first step, all p devices are
assigned the same number of blocks d0

i = n=p. Then,
this distribution is conveniently updated every r steps.
Thus, at step k, device 1 computes the grid blocks
b1, . . . , bdk

1
, device 2 computes blocks bdk

1
+ 1, . . . ,

bdk
1
+ 1+ dk

2
, and so on. All devices have access to all grid

points, so that data displacement is not required.
Let ti(d

k
i ) be the time taken by device i to compute

the assigned dk
i blocks (plus the remaining kernels it has

been assigned to) in iteration k. The implemented load
balance works as follows.

1. If max
all device pairs (i, j)

ti(d
k
i
)�tj(d

k
j
)

ti(d
k
i
)

��� ���\e, the load is balanced.

Skip step (2).
2. Recompute the amount of assigned grid blocks:

dk + 1
i = n 3

dk
i

ti(d
k
i
)3
Pp

j

dk
j

tj (d
k
j
)

At this point, it is important to recall (see Section 2)
that different cutoff regions may result in different
energy expressions (or no energy computation at all).
Consequently, the accelerators might compute over
grid partitions that fall into different cutoff regions,
thus having different computational efforts. Hence, the
execution time measurements should be computed by
averaging the execution time in several previous itera-
tions, in order to avoid any misclassification of device
performance.

The described algorithm is run by the host once
every N iterations, after the Barrier Sync (see Figure 7).
To accomplish this, the performance measurements of
each device are shared between the corresponding host-
threads, via host shared-memory.

4 Performance evaluation

4.1 Benchmarking setup

To experimentally evaluate the proposed parallelization
approach, two sets of benchmarks were run on several

hardware configurations. The first set includes bench-
marks bench-A, bench-B and bench-C (see Table 1),
which represent typical QM/MM setups and can there-
fore be used to assess the performance of the most
demanding simulation (i.e. the PMC cycle), by running
10k steps. The QM part of these benchmarks consists
of a set of protonated arginines that are acylated at the
N-terminus and methylaminated at the C-terminus.
This amino acid was solvated in a periodic water box
(MM part), containing a variable number of water
molecules (depending on the considered benchmark).
The grid for the electronic charge density description
was constructed by following Mura and Knowles
(a= 1 and m= 3) for the radial distribution (Mura
and Knowles, 1996) and Lebedev (lmax= 53) for the
angular distribution (Lebedev, 1975). The QM calcula-
tions used the density functional PBE (Perdew et al.,
1996) and the basis set def2-SVP (Weigend and
Ahlrichs, 2005), while the MM part was described with
the OPLS-AA force field (Jorgensen et al., 1996).
Furthermore, the latest development version of the
MOLPRO (Werner et al., 2012) program package (ver-
sion 2012.1) was used in the QM calculations.

Bench-R consists of a smaller simulation box,
designed for a much longer and realistic run. This simu-
lation corresponds to the chorismate molecule in solu-
tion. Its conversion to prephenate is a widely studied
biochemical reaction, as the same mechanism is fol-
lowed in solution and in the chorismate mutase enzyme.
The chemical aspects of this reaction are described in
Claeyssens et al. (2011). For this benchmark, the run is
comprised of 24:8 million steps, with the QM update
executed every 50k steps (totaling 496 PMC outer
iterations).

The considered hardware for the experimental setup
is listed in Table 2. Different work-group partitioning
schemes were used for each device. For NVIDIA
GPUs, the CUDA calculator proved to be a useful tool
for choosing starting point parameters. For AMD
cards and Intel CPUs, the optimal values were found
through test and experimentation, resulting in small
multiples (e.g. 1 to 4) of the preferred elementary work-
group size returned by an OpenCL device discovery
query, made in runtime to the underlying platform.

Most of the presented performance comparisons are
relative to the baseline version of the code executed on

Table 1. Considered QM/MM benchmark datasets. The chemical aspects of bench-R are presented in detail in Claeyssens et al.
(2011).

Name MM part QM part Grid size MC steps

bench-R 500 H2O molecules Chorismate 183,356 24.83106

bench-A 1301 H2O molecules 1 Arginine 1,772,972 103103

bench-B 5000 H2O molecules 1 Arginine 1,772,972 103103

bench-C 5000 H2O molecules 2 Arginines 2,992,458 103103
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a single core of the i7-4770K processor, compiled with
Intel compiler (ICC v13.1.3) with flag-fast, such as to
use AVX2 instructions on all mA platforms and AVX
instructions in the remaining platforms. Furthermore,
since the CPU with higher performance is installed in
platform mAi7�4770K , this will be used as baseline for all
performance comparisons (using a single core), unless
otherwise specified. The newest available OpenCL stan-
dard was used for each device (OpenCL 1.1 for the con-
sidered NVIDIA GPUs and OpenCL 1.2 for the Intel
CPUs and AMD GPUs). Furthermore, both double-
precision (fp64) and mixed double and single-precision
(fp64 � fp32) data-types will be employed in the perfor-
mance evaluation performed in this section. Details
about these numerical configurations and the corre-
sponding compromises, as well as a mixed fixed-point
precision approach, will be discussed in Section 5.

4.2 PMC cycle acceleration

Table 3 presents the PMC cycle execution time (10k
steps) obtained for benchmarks bench-A, bench-B and
bench-C, when profiled for several hardware configura-
tions. The overall execution time corresponds to the
cost of running 10k steps, plus the final output flushing
from the OpenCL device(s) to the host, and file writing
(Output time in Table 3, ranging from ;0.5 s to ;2 s).
The extra overheads related to the OpenCL initializa-
tion time and the input file reading were not accounted
for, because they do not scale with the simulation size
and would be diluted in longer runs (contrary to output
generation).

The difference between the execution times of bench-
A and bench-B corresponds to the number of MM
molecules. This introduces two implications, namely,
bench-B imposes a heavier footprint of the mm_vdwc
and mm_finish kernels, and an increased size of the gen-
erated output, which in turn means a heavier decide
kernel and a longer output flushing. The latter can be
observed in Table 3 and mainly depends on the host-
to-device communication speed to read the output, and
on the time to write the output file.

On the other hand, bench-C has a larger QM part,
resulting in heavier q3m_c and q3m_finish kernels. This
favors the overall performance with respect to bench-B,
as the performance of the most data-parallel kernels is
favored by a higher number of grid points. The speed-
up results of the parallel platforms with respect to the
mAi7�4770K (and corresponding to the execution times
presented in Table 3) are depicted in Figure 8.

According to the presented results, the speed-up val-
ues in the PMC cycle acceleration are fairly high when
compared to mAi7�4770K . This is a direct consequence
of a careful exploitation of the memory hierarchy,
together with the higher memory bandwidth in GPU
architectures. In fact, although CPUs compensate the
lower main memory bandwidth with multiple levels of
caches, the most intensive procedure in the PMC cycle
(Coulomb grid QM/MM) requires loading a huge
amount of data from main memory at each step (e.g.
up to 48 MB for the case of bench-C), rendering the
first cache levels useless. Nevertheless, coalesced mem-
ory accesses still exploit parallelism when accessing the
main GPU device memory, regardless of using local
caches or not.

Table 2. Computational platforms considered in the experimental evaluation.

Platform Host OpenCL accelerators

CPU Freq. #Cores RAM Devices RAM

mAi7�4770K Intel Core i7-4770K 3.5 GHz 4 32 GB - -

mAGTX780
i7�4770K

Intel Core i7-4770K 3.5 GHz 4 32 GB NVIDIA GTX 780Ti 3 GB

mAGTX780,GTX660
i7�4770K

Intel Core i7-4770K 3.5 GHz 4 32 GB NVIDIA GTX 780Ti/660Ti 3 GB/2 GB

mAi7�4770K
i7�4770K

Intel Core i7-4770K 3.5 GHz 4 32 GB i7-4770K 32 GB

mBR9�290X,GTX560
i7�3820

Intel Core i7-3820 3.6 GHz 4 16 GB AMD R9 290X/NVIDIA 560Ti 3 GB/1 GB

mCGTX680,GTX680
E5�2609

2x Xeon E5-2609 2.4 GHz 2x4 32 GB 2x NVIDIA GTX 680 4 GB/4 GB

mDK20c
i7�3770K

Intel Core i7 3770K 3.5 GHz 4 8 GB NVIDIA Tesla K20C 5 GB

Table 3. Total execution time (Tall) and time for output writing
(Tout) for a PMC cycle with 10k iterations, in several hardware
platforms, when using fp64 � fp32 mixed-precision. All execution
times are presented in seconds.

Platform name Benchmark

bench-A bench-B bench-C

mAi7�4770K Tall = 769.96 787.68 1179.70
Tout = 0.23 0.76 0.76

mAi7�4770K
i7�4770K

Tall = 137.90 140.25 232.20
Tout = 0.90 6.75 6.87

mAGTX780
i7�4770K

Tall = 6.33 8.08 11.20
Tout = 0.53 1.70 1.72

mAGTX780,GTX660
i7�4770K

Tall = 5.04 6.73 8.68
Tout = 0.52 1.66 1.66

mBR9�290X,GTX560
i7�3820

Tall = 6.90 8.42 11.30
Tout = 0.57 2.02 2.02
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Table 4 presents the kernel execution times for the
particular case of the GTX780Ti accelerator, together
with the times corresponding to the reference imple-
mentation in the mAi7�4770K platform. As can be
observed, the kernels that achieve the highest speed-up

are the q3m_c and q3m_finish, as predicted in Section
3.2. The very large speed-up attained in these kernels
(160:84 3 ) is subsequently affected by Amdahl’s law
(considering the fractions and speed-ups of all the other
kernels) and results in an overall PMC cycle step speed-
up of 135:55 3 . By recalling the execution times pre-
sented in Table 3 for the particular case of the
GTX780Ti accelerator, the resulting speed-up without
considering the Output overhead would be
769:96�0:231
6:33�0:534

=;132:8 3 (versus the 121:29 3 value, pre-
sented in Figure 8, where every component is taken
into account), which is slightly below the speed-up
attained in the PMC cycle step, due to device manage-
ment and kernel launching overheads, not accounted
for in Table 4.

4.2.1 PMC cycle load balancing. Figure 9 presents the ker-
nel timing results per PMC cycle step, when consider-
ing bench-A executing on the mAGTX780

i7�4770K heterogeneous
platform. The load balancing algorithm introduced in
Section 3.4 was used and converged to the grid parti-
tioning depicted in this figure. Figure 10 illustrates the
workload balancing evolution with time. Here, the

Table 4. Kernel execution times in platform mAGTX780
i7�4770K for the particular case of bench-A.

Kernel name Performance Speed-up

i7-4770K GTX 780Ti

monte_carlo 32 ms (0.04%) 17 ms (3.0%) 1:883
q3m_c/reduce 76,077 ms (98.8%) 473 ms (83.3%) 160:843
mm_vdwc/reduce 791 ms (1.03%) 40 ms (7.0%) 19:773
q3m_vdwc 4 ms (0.01%) 18 ms (3.2%) 0:223
decide 94 ms (0.12%) 20 ms (3.5%) 4:703
Total 76,998 ms (100%) 568 ms (100%) 135:553

Figure 8. Speed-up obtained for a PMC cycle with 10k
iterations, when using fp64 � fp32 mixed-precision. The
corresponding execution times are presented in Table 3.

Figure 9. OpenCL kernel timings (per step) for the PMC cycle on the mAGTX780,GTX660
i7�4770K heterogeneous platform. The load is

balanced for the heavier kernels (q3m_c/q3m_finish, corresponding to Coulomb QM/MM), whereas the lighter kernels were
scheduled to the first GPU. The considered benchmark is bench-A, using the mixed fp64 � fp32 precision.
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balancing term r is set to 2000 iterations, in order to
avoid under-sampling the computational weight of the
q3m/mm kernels (which depends on the randomly
picked MM molecule). The starting workload distribu-
tion of 50%/50% converges to approximately 71%/
29% in only 4 balancing steps, favoring the more pow-
erful 780Ti GPU. When this distribution is reached,
one can observe that the execution of the balanced
workload in each GPU takes approximately the same
time, which means that the load is balanced and that
the balancing mechanism has met its purpose. In order
to illustrate how the balancing persists even after the
10k�th run, the chart represents the execution up to
20k steps. When compared with an unbalanced run
(e.g. fixed 50%/50% workload distribution) on the
same platform, the balanced version yields a speed-up
of 1:3 3 , further justifying the advantage of having
incorporated a load balancing solution.

4.2.2 PMC cycle scalability. The memory footprint of the
PMC cycle kernels in the OpenCL accelerators is
mainly limited by the program output buffers, the pre-
generated random lists required for the monte_carlo
kernel, the MM lattice and the QM grid. The first two
solely depend on the number of executed steps, and are
addressed by having the host CPU flushing the output
and refreshing the random lists periodically. The sec-
ond two were also not a problem for the selected bench-
marks, since the largest used QM grid and MM lattice
occupy ;48 MB and ;160 KB, respectively.

Scheduling the computations belonging to a single
Markov chain among multiple GPUs comes with an
additional overhead of syncing the PMC cycle step
results among the involved devices, at the end of every
step. Fortunately, these overheads do not scale with the
simulation size, since the buffers that need to be synced
back and forth (between the host and the accelerators)

are reduced energy terms, each represented by a single
number. For the particular example presented in
Figure 9, each device has to read/write three reduced
terms per step, which has a performance impact of a
few dozen microseconds. Conversely, the computa-
tional cost of the q3m_c/reduce kernels scales with the
size of the QM grid, meaning that multi-device scalabil-
ity is better for larger grids (which concern the most
computationally challenging problems).

Figure 11 presents the obtained speed-ups for the
PMC cycle kernels acceleration, when a second GPU is
added to platform mCGTX680,GTX680

E5�2609 to balance the same
Markov chain, by considering several QM grid sizes.
As can be observed, multi-device performance scales
better for simulations with greater QM regions, which
actually represents a common characteristic of real
QM/MM systems. Considering that the high speed-up
results obtained in the q3m_c/reduce kernels, one might
expect the execution time of these kernels to slowly
increase with the introduction of larger grids, justifying
the slow scaling of the dual-device speed-up curve pre-
sented in Figure 11. Nevertheless, it is important to
recall that the execution time of the PMC cycle kernels
(for each Markov chain) was already reduced to the
micro-second order of magnitude for a single device,
and that at this level, every overhead is noticeable.
Therefore, the observed dual-device speed-up, ranging
from ;1:5 3 to ;1:6 3 , is deemed favorable for grids
up to 8 million points. This speed-up would continue
to rise (never exceeding 2 3 ) for larger and more com-
putationally intensive QM/MM systems.

4.3 Global PMC results

To conclude this evaluation of the proposed parallel
solution, the execution of the complete PMC simula-
tion is assessed (including the QM update and the PMC
cycle stages). For such a purpose, a greater focus will
be given to bench-R, corresponding to the longest and
more realistic dataset. Figure 12 depicts the simulation

Figure 10. Convergence pattern of the implemented load
balancing algorithm (balancing every 2000 steps), for Bench-C
running on the platform mAGTX780,GTX660

i7�4770K . The presented PMC
cycle time measurements represent mean times since the
previous balancing.

Figure 11. Scalability of the PMC cycle on platform mC when
changing the size of the QM part in bench-A. Speed-up results
are presented for a dual GTX680 system with respect to a single
GTX680.
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results, showing the conversion of the chorismate struc-
ture into prephenate.

Table 5 presents the execution times for the inner
PMC cycle (comprising 50k steps), the QM update and
the full PMC application (comprising 496 PMC outer
iterations, which yields a total of 24:8 M PMC cycle
steps). This performance study was conducted with the
mCGTX680,GTX680

E5�2609 platform (2x Intel Xeon E5-2609),
since it has the largest number of CPU cores (8), allow-
ing to spawn up to 8 independent Markov chains while
scheduling their respective PMC cycles on two GTX680
GPUs. The execution times were measured for a single
and for 8 Markov chains. The same experiment was
also conducted on a single-core of this mCGTX680,GTX680

E5�2609
platform. In order to better evaluate the presented par-
allelization efficiency, the performance was also mea-
sured in the mAi7�4770K platform (single core, with

AVX2), which was considered as the reference platform
in the conducted comparisons. From the presented
results, it can be observed that although the CPU cores
in this reference platform are faster than the ones in
platform mCGTX680,GTX680

E5�2609 (running the QM update
roughly 3 3 faster), considerable speed-up gains can
still be achieved by offloading the computation of the
PMC cycle to the NVIDIA GTX680 GPUs, as pre-
sented in Table 6.

When considering all these configurations, it is
observed that the execution time of the full bench-R for
the mCGTX680,GTX680

E5�2609 reference scenario corresponds to
272.23 h (980038 s), while it takes 83.34 h (300028 s) in
the mAi7�4770K platform. The parallelized solutions
reduce these execution times considerably, ranging
from 19.17 h (69026.4 s) to 2.15 h (10156.2 s), depend-
ing on the number of spawned Markov chains (either

Figure 12. QM/MM Simulation box for the bench-R dataset (partial representation), together with the simulation results for the
conversion of the chorismate structure into prephenate.

Table 5. bench-R execution time for the PMC cycle (50k steps) and QM update (24.8M iters) stages, as well as for the full PMC
simulation.

Platform Format Num.
Markov
chains

PMC cycle QM upd. Full simulation

Time (s) Speed-up vs serial Time (s) Time (s) Speed-up vs serial

mCE5�2609 (serial with AVX) fp64 1 1883.1 13 96.4 980038.0 13

mCGTX680,GTX680
E5�2609

fp64 1 42.9 43.803 96.4 69026.4 14.203
8 42.9 43.803 113.4 10156.2 96.503

mCGTX680,GTX680
E5�2609

fp64-fp32 1 10.2 184.233 96.4 52833.4 18.553
8 10.2 184.233 113.4 7757.7 126.333

Table 6. bench-R execution time and speed-up when comparing the baseline mCfp64-fp32 configuration running either 1 or 8 Markov
chains and mAi7�4770Kfp64 configuration with 1 or 8 Markov chains (same conditions as in Table 5).

Platform Num. Markov chains PMC cycle Full simulation

Time (s) Speed-up time (s) Speed-up

mAi7�4770K 1 572.7 13 300028.0 13

mCGTX680,GTX680
E5�2609

1 10.2 56.023 52833.4 5.673

mCGTX680,GTX680
E5�2609

8 10.2 56.023 7757.7 38.683
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single or 8 chains) and the chosen numerical precision.
For the single-chain case, the obtained speed-up is
mainly due to the OpenCL acceleration of the PMC
cycle. As shown in Table 5, a speed-up of up to
184:23 3 is obtained in the PMC cycle alone.
However, this speed-up will be affected by Amdahl’s
law, due to the QM update fraction running on the
CPU. In fact, by looking at the mCGTX680,GTX680

E5�2609 refer-
ence scenario, one can observe that in the original run
the PMC cycle represented 1883:1

1883:1+ 96:4 = 95:13% of
each PMC iteration (PMC cycle + QM update).
Hence, the speed-up of 18:55 3 presented in Table 5
was expected, since the speed-up of 184:23 3 obtained
in the PMC cycle (fp64 � fp32 version) would at maxi-
mum yield 1

0:9513
184:23

+ 0:0487 �’ 18:57 3 global speed-up.
For the multiple Markov chain case, the attained

speed-up is mainly due to the parallel MC state-space
exploration. In fact, by comparing the single with the
multiple chain speed-up values for the same precision
approach, a scalable speed-up trend can be observed
from the obtained results. For example, by comparing
the speed-ups attained in the mCGTX680,GTX680

E5�2609 platform
(fp64 � fp32 mixed precision) for the cases of 1 and 8
chains, a speed-up ratio of 126:33 3

18:55 3
= 6:81 3 is

obtained. It is important to recall that the speed-up
attainable by adding more chains is dependent on the
number of CPU cores and accelerators, on the host-
side thread management, and on the overhead intro-
duced by concurrent memory and disk accesses issued
by the CPU cores running the QM updates in parallel.
In this case, one can verify from Table 5 that the QM
update mean execution time has degraded from 96:4 s
to 113:4 s, where the considered multiple Markov chain
solution is achieved with an efficiency of

38:68
5:67 3 8(#cores) =;85%, resulting from the existing con-
tention and non-perfect overlapping between QM and
PMC cycle updates.

Among the presented results, the most conservative
speed-up (36:86 3 ) of this parallel implementation is
attained when comparing platform mCGTX680,GTX680

E5�2609
(fp64 � fp32 mixed-precision) running 8 chains versus
mAi7�4770K (fp64 precision), the reference serial execu-
tion. Naturally, the 126:33 3 speed-up obtained when
comparing mCGTX680,GTX680

E5�2609 to itself could remain close
to this value if a better Intel Xeon CPU had been used
in both the reference and the parallel solutions.

5 Numerical evaluation: Convergence
accuracy and energy consumption

The proposed parallel implementation does not make
any approximation or relaxation with respect to the
original sequential method, yielding exactly the same
output. Moreover, besides the original 64bit floating-
point representation (fp64), the presented OpenCL ver-
sion also offers the following numerical representation

alternatives: i) mixed 64bit and 32bit floating-point
(fp64 � fp32); or ii) mixed 64bit/32bit floating-point and
32bit fixed-point (fp32 � i32). In the fp64 � fp32 version,
the computationally more complex q3m_finish/mm_
finish kernels use 32bit floating-point precision for the
DE

C, grid
QM=MM energy computations, whereas 64bit floating-

point is employed for the remaining energy terms,
which have much faster computations. This configura-
tion also assumes the same data-type to store the grid,
as well as a copy of the lattice and the chmol. Likewise,
the fp32 � i32 version uses 32bit floating-point for the
same energy computation, but it uses 32bit fixed-point
for the squared distances. The latter operates on nor-
malized grid and atom coordinates, represented by
32bit integers, which actually provides a higher preci-
sion than the alternative 32bit floating-point.

The resulting performance gains, for each of the
considered precisions when executing the q3m_c kernel,
are presented in Table 7. Depending on the adopted
GPU device, execution speed-ups as high as 8:89 3 can
be attained by simply using lower resolutions, with
minor degradations of the obtained energy results.
However, the generated system configurations will be
the same as long as the accumulated error does not
cause the sequence of selected systems to diverge, which
was verified to be the case for all the considered bench-
marks. Table 8 presents the amount of error that is
introduced in the DE

C, grid
QM=MM term for each kernel ver-

sion and the total system energy (E), with respect to the
fp64 implementation (which is numerically equivalent to
the original serial version). It can be observed that the

Table 7. Speed-up of the mixed precision q3m_c kernel
versions versus the original fp64 version, running on the same
machine, for the case of bench-A.

Format q3m_c speed-up (vs f64)

GTX680 GTX780Ti K20C

fp64 � fp32 8:563 7:393 2:653
fp32 � i32 8:893 7:443 2:743

Table 8. Obtained numerical precision for the DEC
QM=MM

energy term and the total energy of the system (E), when
considering the complete set of QM/MM systems, generated
using bench-A. The relative (percentage) values consider as
baseline the maximum error em = 1:0310�1kJ=mol.

Format Error vs fp64

DEC
QM=MM(kJ=mol) E(kJ=mol)

fp64 � fp32 mean 6.4 310�5 (0.064%) 4.2 310�3 (4.2%)
max 2.9 310�3 (2.9%) 1.6 310�2

fp32 � i32 mean 1.6 310�5 (0.016%) 9.0 310�4(0.9%)
max 1.1 310�3 (1.1%) 1.6 310�2 (16%)
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fp32 � i32 version offers higher precision than the
fp64 � fp32, due to the greater number of significant bits
used for the squared distances operations. In these
simulations, it was verified that the error never
exceeded em = 1:0 3 10�1kJ=mol, as commonly consid-
ered in this research domain.

In order to further assess the impact of the consid-
ered mixed precision solutions, the average energy con-
sumption was measured on the NVIDIA Tesla K20C
GPU, by using the NVML library. The method pre-
sented in Guerreiro et al. (2015) was used to gather the
attained power measurements, by using the maximum
allowed sampling frequency of 66:7Hz. Since this fre-
quency is too low to sample one kernel launch of q3m_c
(which executes in the order of hundreds of microse-
conds), a testbench with just the q3m_c kernel was built
and launched repeatedly for 100k steps. The obtained
results are presented in Table 9.

The first aspect worth noting refers to the configura-
tion that presented the highest average power: the
fp64 � fp32. This fact can be justified by specific GPU
architecture characteristics that allow attaining higher
core occupancy with the single precision floating-point
implementation. The fp64 version has a lower average
power dissipation due to the opposite reason, i.e. its
lower GPU occupancy, resulting in a reduced dynamic
power requirement. For the case of the fp32 � i32 con-
figuration, a similar GPU occupancy relative to
fp64 � fp32 is expected, although the integer functional
units consume less power, resulting in a 8 W decrease
in average power. To complete these observations,
power and energy consumption were also measured on
the mAi7�4770K

i7�4770K OpenCL accelerated platform, using the
power and energy measurement tool by Tanicxa et al.
(2014). Although the fp64 configuration draws (on aver-
age) approximately 1.65 times less power than the most
energy efficient parallel configuration on the NVIDIA
Tesla K20C GPU (fp32 � i32), the acceleration attained
by the GPU in the execution time of the q3m c kernel
greatly compensates this, yielding a much lower overall
energy consumption, thus attaining up to 64% energy

savings. Although the same tests could not be per-
formed on the GTX680 and GTX780Ti GPUs (they do
not support NVML power readings), one can predict
rather similar energy savings for the GTX780Ti GPUs
accelerator, since it shares the same Kepler core archi-
tecture (GK110).

6 Related work

Similar research on molecular simulation acceleration
that is found in the literature is typically classified in
terms of: i) the nature of the employed sampling; ii) the
theory used for the energy calculations; and iii) the
chemical application for which they have been tuned.
The employed sampling is usually performed in time
(MD) or in state-space (MC) and the energy interac-
tions may consider pure QM, pure MM and mixed
QM/MM terms. Finally, the application for which the
algorithm has been tuned to may vary greatly, and this
is the main reason why the attained performance gains
in the parallelization of these algorithms can seldom be
compared to each other.

Although computationally demanding, MD is a pop-
ular approach to study a wide range of dynamical prop-
erties. Hence, several approaches were proposed for its
acceleration, dating from the earlier times of GPGPU
(Stone et al., 2007; Friedrichs et al., 2009) to more
recent publications (Pratas et al., 2012; Mashimo et al.,
2013; Nitsche et al., 2014). On the other hand, methods
based on MC sampling allow simulating systems with
longer timescales, and several works have also acceler-
ated these algorithms with GPGPU (Anderson et al.,
2007; Uejima et al., 2011; Anderson et al., 2013;
Lutsyshyn, 2013; Hall et al., 2014). Since our work falls
into the latter category (MC), a more detailed review of
such works is presented.

In particular, Anderson et al. (2007) propose a
GPGPU solution for quantum Monte Carlo (QMC),
achieving up to 30 3 speed-up in individual kernels and
up to 6 3 speed-up in the overall execution. The QMC
variety that is considered by such research is based on

Table 9. Execution time, speed-up, energy savings and average power consumption when running all the devised numerical
precision approaches. The testbench was run for 100k steps, in order to ensure a representative sampling of the computational cost
of the OpenCL accelerated q3m_c kernel. The default core frequency configuration was used for all experiments.

Platform Format q3m_c Kernel

Time (ms) Avg. power Speed-up Energy savingsy

mAi7�4770K
i7�4770K

fp64 13031 84 W 13 -
fp64 � fp32 6157 76 W 2:123 57%
fp32 � i32 6143 75 W 2:123 58%

mDK20C
i7�3770K

fp64 1775 140 W 7:343 -
fp64 � fp32 670 147 W 19:453 60%
fp32 � i32 647 139 W 20:143 64%

y
Energy savings versus corresponding fp64 version
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diffusion Monte Carlo (DMC), unlike the PMC
approach followed in our work. They employ a scheme
for simultaneous state-space exploration (each chain
called a walker) by using a scheme similar to the multi-
ple Markov chain approach that is herein adopted.
However, they focus on exploiting parallelism at the
walker level (up to 16 simultaneous walker evaluations
on the GPU), whereas we focus on exploiting the finer-
grain level of parallelism on each chain (which are
heavy enough to keep the GPU busy, in our case), and
manage chain-level parallelism with fewer chains per
GPU. We took this approach since spawning a very
large number of chains on the same GPU would be
unfeasible for the case of the PMC method, since each
chain requires computation not only of the MC step
trials (in this case, the PMC cycle procedures), but also
the intrinsically serial QM update process.

On the other hand, Uejima et al. (2011) use MC
sampling (based on variational Monte Carlo) and tar-
get QM/MM systems. Just like the algorithm described
in this work, the bottleneck arises in the computation
of the electrostatic potential. They target computa-
tional clusters composed of GPUs to handle the bottle-
neck code and CPUs for the remaining procedures,
obtaining a speed-up of up to 23:6 3 versus a single-
core CPU. The adopted GPGPU framework is CUDA,
and an MPI solution is proved scalable up to 4 CPU
cores, when considering the Intel Core i7-920 architec-
ture. They do not report any explicit load balancing
solution nor target the simultaneous exploitation of
heterogeneous GPU platforms, contrary to the work
herein presented.

Anderson et al. (2013) describe a CUDA GPGPU
implementation for many-particle simulations using
MC sampling. They partition the particle set in several
cells and apply many MC steps in parallel, known to
not interfere with each other. They do not target QM/
MM systems. Instead, tests are performed for a ‘hard
disk’ system (two-dimensional particles which cannot
overlap), and the considered particle interactions are
the physical collisions. Unlike physical collisions, the
electrostatic potentials considered in our work have a
much higher range, and as such the computed energy
terms at each MC step depend on a much larger num-
ber of their neighbor molecules (the potential cutoffs
are about half of the simulation box). Hence, such a
scheme would not effectively solve the problem that is
herein considered, as most MC steps would interfere
with each other. The work presented in Hall et al.
(2014) also describes a parallel approach to particle
MC simulations using CUDA, without any emphasis
on QM/MM systems.

Finally, the work by Nitsche et al. (2014) targets
QM/MM simulations, although time sampling (MD)
is used instead, and a special focus is given to accelerat-
ing the QM grid generation, achieving up to

30 3 speed-up. This contrasts to what happens in the
PMC, where the bottleneck is found in the QM/MM
electrostatics (the PMC cycle), which is significantly
accelerated by our implementation.

Also, it is worth recalling that direct performance
comparisons are difficult to handle in this field, and
very few authors do it in the literature. Furthermore,
very few have considered the use of heterogeneous
architectures for hybrid QM/MM simulations, whilst
using MC sampling. The proposed solution efficiently
takes advantage of the hybrid nature of QM/MM simu-
lations and the MC state-space exploration, unlike typi-
cal pure QM or MM approaches.

Finally, it is worth noting that most existing works
adopted CUDA as the programming framework, being
constrained to NVIDIA GPUs. To circumvent this lim-
itation, other frameworks have been developed to ease
the programming of non-conventional architectures,
such as StarPU (Augonnet et al., 2011) and OpenCL.
Due to its simpler means to orchestrate multiple devices
in an heterogeneous environment and to write portable
code between different architectures, the latter was used
in this work. Moreover, by allowing an easy extension
with the MPI framework (e.g. SnuCL by Kim et al.
(2012) extends the original OpenCL semantics to a
CPU/GPU cluster environment, without any required
modifications in the original OpenCL program), the
proposed approach opens the possibility of attaining
further performance scalability at the chain-level, since
the most challenging fine-grained part consisting of the
parallelization of the PMC cycle was already overcome.

7 Conclusions

An OpenCL implementation of a novel QM/MM
Monte Carlo model was presented, specially geared
towards chemical simulations in the condensed phase.
It was shown that the use of a hybrid parallel architec-
ture makes particular sense in this context, as one can
exploit both the inherent parallelism in the interaction
between the MM and QM systems, and the task and
data parallelism available in the involved computa-
tions. Concurrently to the OpenCL accelerators, the
host CPU manages workload distribution in order to
ensure a dynamic load balancing, and executes the QM
grid update.

The devised solution proved to be particularly well
suited for heterogeneous systems. Since pure QM codes
are not as amenable to parallelism as force field calcula-
tions, the QM update is especially fit for execution on
host CPU, allowing the more time-consuming PMC
cycle to be executed on the OpenCL accelerators. It was
also verified that the efficiency and scalability of the
proposed solution on several different heterogeneous
platforms is composed of multi-core CPUs and multiple
and very different GPUs. As a result, by exploiting the
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massively parallel GPU architecture, the computational
bottleneck in the original single-core approach was
accelerated by 56 3 , for the case of a well known chor-
ismate dataset. To further promote the scalability of the
proposed implementation, the MC state-space was fur-
ther sampled using several independent Markov chains,
which was proved to scale with an efficiency of 85%. In
a commutative perspective, the complete PMC simula-
tion yielded a speed-up of 38 3 , with particularly favor-
able scalability for many-node CPU clusters equipped
with OpenCL accelerators. As a result, the devised solu-
tion effectively reduced the whole execution time of the
chorismate QM/MM simulation from ;80 hours to ;2
hours, representing considerable savings in terms of
time and energy.
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Superior Técnico (IST), Technical
University of Lisbon, Portugal, in
2003, 2006 and 2009, respectively.
Currently he is an Assistant Professor
at the Department of Electrical and
Computer Engineering of IST and a
Researcher at Instituto de Engenharia
de Sistemas e Computadores R&D
(INESC-ID). His research interests
include computer architectures and
micro-architectures, high-performance
computing and signal processing for
biomedical applications. He is a mem-
ber of the IEEE Computer Society
and has contributed more than 45
papers to international peer-reviewed
journals and conferences.

18 The International Journal of High Performance Computing Applications

 by guest on May 30, 2016hpc.sagepub.comDownloaded from 

http://hpc.sagepub.com/


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Coated FOGRA27 \050ISO 12647-2:2004\051)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize false
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /ACaslon-Bold
    /ACaslon-BoldItalic
    /ACaslon-Italic
    /ACaslon-Ornaments
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeCorpID-Acrobat
    /AdobeCorpID-Adobe
    /AdobeCorpID-Bullet
    /AdobeCorpID-MinionBd
    /AdobeCorpID-MinionBdIt
    /AdobeCorpID-MinionRg
    /AdobeCorpID-MinionRgIt
    /AdobeCorpID-MinionSb
    /AdobeCorpID-MinionSbIt
    /AdobeCorpID-MyriadBd
    /AdobeCorpID-MyriadBdIt
    /AdobeCorpID-MyriadBdScn
    /AdobeCorpID-MyriadBdScnIt
    /AdobeCorpID-MyriadBl
    /AdobeCorpID-MyriadBlIt
    /AdobeCorpID-MyriadLt
    /AdobeCorpID-MyriadLtIt
    /AdobeCorpID-MyriadPkg
    /AdobeCorpID-MyriadRg
    /AdobeCorpID-MyriadRgIt
    /AdobeCorpID-MyriadRgScn
    /AdobeCorpID-MyriadRgScnIt
    /AdobeCorpID-MyriadSb
    /AdobeCorpID-MyriadSbIt
    /AdobeCorpID-MyriadSbScn
    /AdobeCorpID-MyriadSbScnIt
    /AdobeCorpID-PScript
    /AGaramond-BoldScaps
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-RomanScaps
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AGar-Special
    /AkzidenzGroteskBE-Bold
    /AkzidenzGroteskBE-BoldEx
    /AkzidenzGroteskBE-BoldExIt
    /AkzidenzGroteskBE-BoldIt
    /AkzidenzGroteskBE-Ex
    /AkzidenzGroteskBE-It
    /AkzidenzGroteskBE-Light
    /AkzidenzGroteskBE-LightEx
    /AkzidenzGroteskBE-LightOsF
    /AkzidenzGroteskBE-Md
    /AkzidenzGroteskBE-MdEx
    /AkzidenzGroteskBE-MdIt
    /AkzidenzGroteskBE-Regular
    /AkzidenzGroteskBE-Super
    /AlbertusMT
    /AlbertusMT-Italic
    /AlbertusMT-Light
    /Aldine401BT-BoldA
    /Aldine401BT-BoldItalicA
    /Aldine401BT-ItalicA
    /Aldine401BT-RomanA
    /Aldine401BTSPL-RomanA
    /Aldine721BT-Bold
    /Aldine721BT-BoldItalic
    /Aldine721BT-Italic
    /Aldine721BT-Light
    /Aldine721BT-LightItalic
    /Aldine721BT-Roman
    /Aldus-Italic
    /Aldus-ItalicOsF
    /Aldus-Roman
    /Aldus-RomanSC
    /AlternateGothicNo2BT-Regular
    /AmazoneBT-Regular
    /AmericanTypewriter-Bold
    /AmericanTypewriter-BoldA
    /AmericanTypewriter-BoldCond
    /AmericanTypewriter-BoldCondA
    /AmericanTypewriter-Cond
    /AmericanTypewriter-CondA
    /AmericanTypewriter-Light
    /AmericanTypewriter-LightA
    /AmericanTypewriter-LightCond
    /AmericanTypewriter-LightCondA
    /AmericanTypewriter-Medium
    /AmericanTypewriter-MediumA
    /Anna
    /AntiqueOlive-Bold
    /AntiqueOlive-Compact
    /AntiqueOlive-Italic
    /AntiqueOlive-Roman
    /Arcadia
    /Arcadia-A
    /Arkona-Medium
    /Arkona-Regular
    /ArrusBT-Black
    /ArrusBT-BlackItalic
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AssemblyLightSSK
    /AuroraBT-BoldCondensed
    /AuroraBT-RomanCondensed
    /AuroraOpti-Condensed
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /Avenir-Black
    /Avenir-BlackOblique
    /Avenir-Book
    /Avenir-BookOblique
    /Avenir-Heavy
    /Avenir-HeavyOblique
    /Avenir-Light
    /Avenir-LightOblique
    /Avenir-Medium
    /Avenir-MediumOblique
    /Avenir-Oblique
    /Avenir-Roman
    /BaileySansITC-Bold
    /BaileySansITC-BoldItalic
    /BaileySansITC-Book
    /BaileySansITC-BookItalic
    /BakerSignetBT-Roman
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /BaskervilleBook-Italic
    /BaskervilleBook-MedItalic
    /BaskervilleBook-Medium
    /BaskervilleBook-Regular
    /BaskervilleBT-Bold
    /BaskervilleBT-BoldItalic
    /BaskervilleBT-Italic
    /BaskervilleBT-Roman
    /BaskervilleMT
    /BaskervilleMT-Bold
    /BaskervilleMT-BoldItalic
    /BaskervilleMT-Italic
    /BaskervilleMT-SemiBold
    /BaskervilleMT-SemiBoldItalic
    /BaskervilleNo2BT-Bold
    /BaskervilleNo2BT-BoldItalic
    /BaskervilleNo2BT-Italic
    /BaskervilleNo2BT-Roman
    /Baskerville-Normal-Italic
    /BauerBodoni-Black
    /BauerBodoni-BlackCond
    /BauerBodoni-BlackItalic
    /BauerBodoni-Bold
    /BauerBodoni-BoldCond
    /BauerBodoni-BoldItalic
    /BauerBodoni-BoldItalicOsF
    /BauerBodoni-BoldOsF
    /BauerBodoni-Italic
    /BauerBodoni-ItalicOsF
    /BauerBodoni-Roman
    /BauerBodoni-RomanSC
    /Bauhaus-Bold
    /Bauhaus-Demi
    /Bauhaus-Heavy
    /BauhausITCbyBT-Bold
    /BauhausITCbyBT-Heavy
    /BauhausITCbyBT-Light
    /BauhausITCbyBT-Medium
    /Bauhaus-Light
    /Bauhaus-Medium
    /BellCentennial-Address
    /BellGothic-Black
    /BellGothic-Bold
    /Bell-GothicBoldItalicBT
    /BellGothicBT-Bold
    /BellGothicBT-Roman
    /BellGothic-Light
    /Bembo
    /Bembo-Bold
    /Bembo-BoldExpert
    /Bembo-BoldItalic
    /Bembo-BoldItalicExpert
    /Bembo-Expert
    /Bembo-ExtraBoldItalic
    /Bembo-Italic
    /Bembo-ItalicExpert
    /Bembo-Semibold
    /Bembo-SemiboldItalic
    /Benguiat-Bold
    /Benguiat-BoldItalic
    /Benguiat-Book
    /Benguiat-BookItalic
    /BenguiatGothicITCbyBT-Bold
    /BenguiatGothicITCbyBT-BoldItal
    /BenguiatGothicITCbyBT-Book
    /BenguiatGothicITCbyBT-BookItal
    /BenguiatITCbyBT-Bold
    /BenguiatITCbyBT-BoldItalic
    /BenguiatITCbyBT-Book
    /BenguiatITCbyBT-BookItalic
    /Benguiat-Medium
    /Benguiat-MediumItalic
    /Berkeley-Black
    /Berkeley-BlackItalic
    /Berkeley-Bold
    /Berkeley-BoldItalic
    /Berkeley-Book
    /Berkeley-BookItalic
    /Berkeley-Italic
    /Berkeley-Medium
    /Berling-Bold
    /Berling-BoldItalic
    /Berling-Italic
    /Berling-Roman
    /BernhardBoldCondensedBT-Regular
    /BernhardFashionBT-Regular
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BernhardTangoBT-Regular
    /BlockBE-Condensed
    /BlockBE-ExtraCn
    /BlockBE-ExtraCnIt
    /BlockBE-Heavy
    /BlockBE-Italic
    /BlockBE-Regular
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BremenBT-Black
    /BremenBT-Bold
    /BroadwayBT-Regular
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Caliban
    /CarminaBT-Bold
    /CarminaBT-BoldItalic
    /CarminaBT-Light
    /CarminaBT-LightItalic
    /CarminaBT-Medium
    /CarminaBT-MediumItalic
    /Carta
    /Caslon224ITCbyBT-Bold
    /Caslon224ITCbyBT-BoldItalic
    /Caslon224ITCbyBT-Book
    /Caslon224ITCbyBT-BookItalic
    /Caslon540BT-Italic
    /Caslon540BT-Roman
    /CaslonBT-Bold
    /CaslonBT-BoldItalic
    /CaslonOpenFace
    /CaslonTwoTwentyFour-Black
    /CaslonTwoTwentyFour-BlackIt
    /CaslonTwoTwentyFour-Bold
    /CaslonTwoTwentyFour-BoldIt
    /CaslonTwoTwentyFour-Book
    /CaslonTwoTwentyFour-BookIt
    /CaslonTwoTwentyFour-Medium
    /CaslonTwoTwentyFour-MediumIt
    /CastleT-Bold
    /CastleT-Book
    /Caxton-Bold
    /Caxton-BoldItalic
    /Caxton-Book
    /Caxton-BookItalic
    /CaxtonBT-Bold
    /CaxtonBT-BoldItalic
    /CaxtonBT-Book
    /CaxtonBT-BookItalic
    /Caxton-Light
    /Caxton-LightItalic
    /CelestiaAntiqua-Ornaments
    /Centennial-BlackItalicOsF
    /Centennial-BlackOsF
    /Centennial-BoldItalicOsF
    /Centennial-BoldOsF
    /Centennial-ItalicOsF
    /Centennial-LightItalicOsF
    /Centennial-LightSC
    /Centennial-RomanSC
    /Century-Bold
    /Century-BoldItalic
    /Century-Book
    /Century-BookItalic
    /CenturyExpandedBT-Bold
    /CenturyExpandedBT-BoldItalic
    /CenturyExpandedBT-Italic
    /CenturyExpandedBT-Roman
    /Century-HandtooledBold
    /Century-HandtooledBoldItalic
    /Century-Light
    /Century-LightItalic
    /CenturyOldStyle-Bold
    /CenturyOldStyle-Italic
    /CenturyOldStyle-Regular
    /CenturySchoolbookBT-Bold
    /CenturySchoolbookBT-BoldCond
    /CenturySchoolbookBT-BoldItalic
    /CenturySchoolbookBT-Italic
    /CenturySchoolbookBT-Roman
    /Century-Ultra
    /Century-UltraItalic
    /CharterBT-Black
    /CharterBT-BlackItalic
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamBT-Bold
    /CheltenhamBT-BoldCondItalic
    /CheltenhamBT-BoldExtraCondensed
    /CheltenhamBT-BoldHeadline
    /CheltenhamBT-BoldItalic
    /CheltenhamBT-BoldItalicHeadline
    /CheltenhamBT-Italic
    /CheltenhamBT-Roman
    /Cheltenham-HandtooledBdIt
    /Cheltenham-HandtooledBold
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Christiana-Bold
    /Christiana-BoldItalic
    /Christiana-Italic
    /Christiana-Medium
    /Christiana-MediumItalic
    /Christiana-Regular
    /Christiana-RegularExpert
    /Christiana-RegularSC
    /Clarendon
    /Clarendon-Bold
    /Clarendon-Light
    /ClassicalGaramondBT-Bold
    /ClassicalGaramondBT-BoldItalic
    /ClassicalGaramondBT-Italic
    /ClassicalGaramondBT-Roman
    /CMR10
    /CMR8
    /CMSY10
    /CMSY8
    /CMTI10
    /CommonBullets
    /ConduitITC-Bold
    /ConduitITC-BoldItalic
    /ConduitITC-Light
    /ConduitITC-LightItalic
    /ConduitITC-Medium
    /ConduitITC-MediumItalic
    /CooperBlack
    /CooperBlack-Italic
    /CooperBT-Bold
    /CooperBT-BoldItalic
    /CooperBT-Light
    /CooperBT-LightItalic
    /CopperplateGothicBT-Bold
    /CopperplateGothicBT-BoldCond
    /CopperplateGothicBT-Heavy
    /CopperplateGothicBT-Roman
    /CopperplateGothicBT-RomanCond
    /Copperplate-ThirtyThreeBC
    /Copperplate-ThirtyTwoBC
    /Coronet-Regular
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /Courier-Oblique
    /Critter
    /CS-Special-font
    /DellaRobbiaBT-Bold
    /DellaRobbiaBT-Roman
    /Della-RobbiaItalicBT
    /Della-RobbiaSCaps
    /Del-NormalSmallCaps
    /Delphin-IA
    /Delphin-IIA
    /Delta-Bold
    /Delta-BoldItalic
    /Delta-Book
    /Delta-BookItalic
    /Delta-Light
    /Delta-LightItalic
    /Delta-Medium
    /Delta-MediumItalic
    /Delta-Outline
    /DextorD
    /DextorOutD
    /DidotLH-OrnamentsOne
    /DidotLH-OrnamentsTwo
    /DINEngschrift
    /DINEngschrift-Alternate
    /DINMittelschrift
    /DINMittelschrift-Alternate
    /DINNeuzeitGrotesk-BoldCond
    /DINNeuzeitGrotesk-Light
    /Dom-CasItalic
    /DomCasual
    /DomCasual-Bold
    /Dom-CasualBT
    /Ehrhard-Italic
    /Ehrhard-Regular
    /EhrhardSemi-Italic
    /EhrhardtMT
    /EhrhardtMT-Italic
    /EhrhardtMT-SemiBold
    /EhrhardtMT-SemiBoldItalic
    /EhrharSemi
    /ELANGO-IB-A03
    /ELANGO-IB-A75
    /ELANGO-IB-A99
    /ElectraLH-Bold
    /ElectraLH-BoldCursive
    /ElectraLH-Cursive
    /ElectraLH-Regular
    /ElGreco
    /EnglischeSchT-Bold
    /EnglischeSchT-Regu
    /ErasContour
    /ErasITCbyBT-Bold
    /ErasITCbyBT-Book
    /ErasITCbyBT-Demi
    /ErasITCbyBT-Light
    /ErasITCbyBT-Medium
    /ErasITCbyBT-Ultra
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EUEX10
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuropeanPi-Four
    /EuropeanPi-One
    /EuropeanPi-Three
    /EuropeanPi-Two
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /Eurostile
    /Eurostile-Bold
    /Eurostile-BoldCondensed
    /Eurostile-BoldExtendedTwo
    /Eurostile-BoldOblique
    /Eurostile-Condensed
    /Eurostile-Demi
    /Eurostile-DemiOblique
    /Eurostile-ExtendedTwo
    /EurostileLTStd-Demi
    /EurostileLTStd-DemiOblique
    /Eurostile-Oblique
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /ExPonto-Regular
    /FairfieldLH-Bold
    /FairfieldLH-BoldItalic
    /FairfieldLH-BoldSC
    /FairfieldLH-CaptionBold
    /FairfieldLH-CaptionHeavy
    /FairfieldLH-CaptionLight
    /FairfieldLH-CaptionMedium
    /FairfieldLH-Heavy
    /FairfieldLH-HeavyItalic
    /FairfieldLH-HeavySC
    /FairfieldLH-Light
    /FairfieldLH-LightItalic
    /FairfieldLH-LightSC
    /FairfieldLH-Medium
    /FairfieldLH-MediumItalic
    /FairfieldLH-MediumSC
    /FairfieldLH-SwBoldItalicOsF
    /FairfieldLH-SwHeavyItalicOsF
    /FairfieldLH-SwLightItalicOsF
    /FairfieldLH-SwMediumItalicOsF
    /Fences
    /Fenice-Bold
    /Fenice-BoldOblique
    /FeniceITCbyBT-Bold
    /FeniceITCbyBT-BoldItalic
    /FeniceITCbyBT-Regular
    /FeniceITCbyBT-RegularItalic
    /Fenice-Light
    /Fenice-LightOblique
    /Fenice-Regular
    /Fenice-RegularOblique
    /Fenice-Ultra
    /Fenice-UltraOblique
    /FlashD-Ligh
    /Flood
    /Folio-Bold
    /Folio-BoldCondensed
    /Folio-ExtraBold
    /Folio-Light
    /Folio-Medium
    /FontanaNDAaOsF
    /FontanaNDAaOsF-Italic
    /FontanaNDCcOsF-Semibold
    /FontanaNDCcOsF-SemiboldIta
    /FontanaNDEeOsF
    /FontanaNDEeOsF-Bold
    /FontanaNDEeOsF-BoldItalic
    /FontanaNDEeOsF-Light
    /FontanaNDEeOsF-Semibold
    /FormalScript421BT-Regular
    /Formata-Bold
    /Formata-MediumCondensed
    /ForteMT
    /FournierMT-Ornaments
    /FrakturBT-Regular
    /FrankfurterHigD
    /FranklinGothic-Book
    /FranklinGothic-BookItal
    /FranklinGothic-BookOblique
    /FranklinGothic-Condensed
    /FranklinGothic-Demi
    /FranklinGothic-DemiItal
    /FranklinGothic-DemiOblique
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItal
    /FranklinGothic-HeavyOblique
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothicITCbyBT-Heavy
    /FranklinGothicITCbyBT-HeavyItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumItal
    /FranklinGothic-Roman
    /Freeform721BT-Bold
    /Freeform721BT-BoldItalic
    /Freeform721BT-Italic
    /Freeform721BT-Roman
    /FreestyleScrD
    /Freestylescript
    /FreestyleScript
    /FrizQuadrataITCbyBT-Bold
    /FrizQuadrataITCbyBT-Roman
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura
    /FuturaBlackBT-Regular
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldCondensed
    /FuturaBT-BoldCondensedItalic
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-ExtraBlack
    /FuturaBT-ExtraBlackCondensed
    /FuturaBT-ExtraBlackCondItalic
    /FuturaBT-ExtraBlackItalic
    /FuturaBT-Heavy
    /FuturaBT-HeavyItalic
    /FuturaBT-Light
    /FuturaBT-LightCondensed
    /FuturaBT-LightItalic
    /FuturaBT-Medium
    /FuturaBT-MediumCondensed
    /FuturaBT-MediumItalic
    /Futura-CondensedLight
    /Futura-CondensedLightOblique
    /Futura-ExtraBold
    /Futura-ExtraBoldOblique
    /Futura-Heavy
    /Futura-HeavyOblique
    /Futura-Light
    /Futura-LightOblique
    /Futura-Oblique
    /Futura-Thin
    /Galliard-Black
    /Galliard-BlackItalic
    /Galliard-Bold
    /Galliard-BoldItalic
    /Galliard-Italic
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Galliard-Roman
    /Galliard-Ultra
    /Galliard-UltraItalic
    /Garamond-Antiqua
    /GaramondBE-Bold
    /GaramondBE-BoldExpert
    /GaramondBE-BoldOsF
    /GaramondBE-CnExpert
    /GaramondBE-Condensed
    /GaramondBE-CondensedSC
    /GaramondBE-Italic
    /GaramondBE-ItalicExpert
    /GaramondBE-ItalicOsF
    /GaramondBE-Medium
    /GaramondBE-MediumCn
    /GaramondBE-MediumCnExpert
    /GaramondBE-MediumCnOsF
    /GaramondBE-MediumExpert
    /GaramondBE-MediumItalic
    /GaramondBE-MediumItalicExpert
    /GaramondBE-MediumItalicOsF
    /GaramondBE-MediumSC
    /GaramondBE-Regular
    /GaramondBE-RegularExpert
    /GaramondBE-RegularSC
    /GaramondBE-SwashItalic
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-Book
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-BookItalic
    /Garamond-Halbfett
    /Garamond-HandtooledBold
    /Garamond-HandtooledBoldItalic
    /GaramondITCbyBT-Bold
    /GaramondITCbyBT-BoldCondensed
    /GaramondITCbyBT-BoldCondItalic
    /GaramondITCbyBT-BoldItalic
    /GaramondITCbyBT-BoldNarrow
    /GaramondITCbyBT-BoldNarrowItal
    /GaramondITCbyBT-Book
    /GaramondITCbyBT-BookCondensed
    /GaramondITCbyBT-BookCondItalic
    /GaramondITCbyBT-BookItalic
    /GaramondITCbyBT-BookNarrow
    /GaramondITCbyBT-BookNarrowItal
    /GaramondITCbyBT-Light
    /GaramondITCbyBT-LightCondensed
    /GaramondITCbyBT-LightCondItalic
    /GaramondITCbyBT-LightItalic
    /GaramondITCbyBT-LightNarrow
    /GaramondITCbyBT-LightNarrowItal
    /GaramondITCbyBT-Ultra
    /GaramondITCbyBT-UltraCondensed
    /GaramondITCbyBT-UltraCondItalic
    /GaramondITCbyBT-UltraItalic
    /Garamond-Kursiv
    /Garamond-KursivHalbfett
    /Garamond-Light
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Garamond-LightItalic
    /GaramondNo4CyrTCY-Ligh
    /GaramondNo4CyrTCY-LighItal
    /GaramondThree
    /GaramondThree-Bold
    /GaramondThree-BoldItalic
    /GaramondThree-BoldItalicOsF
    /GaramondThree-BoldSC
    /GaramondThree-Italic
    /GaramondThree-ItalicOsF
    /GaramondThree-SC
    /GaramondThreeSMSIISpl-Italic
    /GaramondThreeSMSitalicSpl-Italic
    /GaramondThreeSMSspl
    /GaramondThreespl
    /GaramondThreeSpl-Bold
    /GaramondThreeSpl-Italic
    /Garamond-Ultra
    /Garamond-UltraCondensed
    /Garamond-UltraCondensedItalic
    /Garamond-UltraItalic
    /GarthGraphic
    /GarthGraphic-Black
    /GarthGraphic-Bold
    /GarthGraphic-BoldCondensed
    /GarthGraphic-BoldItalic
    /GarthGraphic-Condensed
    /GarthGraphic-ExtraBold
    /GarthGraphic-Italic
    /Geometric231BT-HeavyC
    /GeometricSlab712BT-BoldA
    /GeometricSlab712BT-ExtraBoldA
    /GeometricSlab712BT-LightA
    /GeometricSlab712BT-LightItalicA
    /GeometricSlab712BT-MediumA
    /GeometricSlab712BT-MediumItalA
    /Giddyup
    /Giddyup-Thangs
    /GillSans
    /GillSans-Bold
    /GillSans-BoldCondensed
    /GillSans-BoldExtraCondensed
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-ExtraBold
    /GillSans-ExtraBoldDisplay
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSans-LightShadowed
    /GillSans-Shadowed
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /Gill-Special
    /Giovanni-Bold
    /Giovanni-BoldItalic
    /Giovanni-Book
    /Giovanni-BookItalic
    /Glypha
    /Glypha-Bold
    /Glypha-BoldOblique
    /Glypha-Oblique
    /Gothic-Thirteen
    /Goudy
    /Goudy-Bold
    /Goudy-BoldItalic
    /GoudyCatalogueBT-Regular
    /Goudy-ExtraBold
    /GoudyHandtooledBT-Regular
    /GoudyHeavyfaceBT-Regular
    /GoudyHeavyfaceBT-RegularCond
    /Goudy-Italic
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-ExtraBold
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudySans-Black
    /GoudySans-BlackItalic
    /GoudySans-Bold
    /GoudySans-BoldItalic
    /GoudySans-Book
    /GoudySans-BookItalic
    /GoudySansITCbyBT-Black
    /GoudySansITCbyBT-BlackItalic
    /GoudySansITCbyBT-Bold
    /GoudySansITCbyBT-BoldItalic
    /GoudySansITCbyBT-Light
    /GoudySansITCbyBT-LightItalic
    /GoudySansITCbyBT-Medium
    /GoudySansITCbyBT-MediumItalic
    /GoudySans-Medium
    /GoudySans-MediumItalic
    /Granjon
    /Granjon-Bold
    /Granjon-BoldOsF
    /Granjon-Italic
    /Granjon-ItalicOsF
    /Granjon-SC
    /GreymantleMVB-Ornaments
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Black-SemiBold
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Compressed
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-Light-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Condensed-Thin
    /Helvetica-ExtraCompressed
    /Helvetica-Fraction
    /Helvetica-FractionBold
    /HelveticaInserat-Roman
    /HelveticaInserat-Roman-SemiBold
    /Helvetica-Light
    /Helvetica-LightOblique
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /HelveticaNeue-Black
    /HelveticaNeue-BlackCond
    /HelveticaNeue-BlackCondObl
    /HelveticaNeue-BlackExt
    /HelveticaNeue-BlackExtObl
    /HelveticaNeue-BlackItalic
    /HelveticaNeue-Bold
    /HelveticaNeue-BoldCond
    /HelveticaNeue-BoldCondObl
    /HelveticaNeue-BoldExt
    /HelveticaNeue-BoldExtObl
    /HelveticaNeue-BoldItalic
    /HelveticaNeue-Condensed
    /HelveticaNeue-CondensedObl
    /HelveticaNeue-ExtBlackCond
    /HelveticaNeue-ExtBlackCondObl
    /HelveticaNeue-Extended
    /HelveticaNeue-ExtendedObl
    /HelveticaNeue-Heavy
    /HelveticaNeue-HeavyCond
    /HelveticaNeue-HeavyCondObl
    /HelveticaNeue-HeavyExt
    /HelveticaNeue-HeavyExtObl
    /HelveticaNeue-HeavyItalic
    /HelveticaNeue-Italic
    /HelveticaNeue-Light
    /HelveticaNeue-LightCond
    /HelveticaNeue-LightCondObl
    /HelveticaNeue-LightExt
    /HelveticaNeue-LightExtObl
    /HelveticaNeue-LightItalic
    /HelveticaNeueLTStd-Md
    /HelveticaNeueLTStd-MdIt
    /HelveticaNeue-Medium
    /HelveticaNeue-MediumCond
    /HelveticaNeue-MediumCondObl
    /HelveticaNeue-MediumExt
    /HelveticaNeue-MediumExtObl
    /HelveticaNeue-MediumItalic
    /HelveticaNeue-Roman
    /HelveticaNeue-Thin
    /HelveticaNeue-ThinCond
    /HelveticaNeue-ThinCondObl
    /HelveticaNeue-ThinItalic
    /HelveticaNeue-UltraLigCond
    /HelveticaNeue-UltraLigCondObl
    /HelveticaNeue-UltraLigExt
    /HelveticaNeue-UltraLigExtObl
    /HelveticaNeue-UltraLight
    /HelveticaNeue-UltraLightItal
    /Helvetica-Oblique
    /Helvetica-UltraCompressed
    /HelvExtCompressed
    /HelvLight
    /HelvUltCompressed
    /Humanist521BT-Bold
    /Humanist521BT-BoldCondensed
    /Humanist521BT-BoldItalic
    /Humanist521BT-ExtraBold
    /Humanist521BT-Italic
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-Roman
    /Humanist521BT-RomanCondensed
    /Humanist521BT-UltraBold
    /Humanist521BT-XtraBoldCondensed
    /Humanist531BT-BlackA
    /Humanist531BT-BoldA
    /Humanist531BT-RomanA
    /Humanist531BT-UltraBlackA
    /Humanist777BT-BlackB
    /Humanist777BT-BlackCondensedB
    /Humanist777BT-BlackItalicB
    /Humanist777BT-BoldB
    /Humanist777BT-BoldCondensedB
    /Humanist777BT-BoldItalicB
    /Humanist777BT-ExtraBlackB
    /Humanist777BT-ExtraBlackCondB
    /Humanist777BT-ItalicB
    /Humanist777BT-LightB
    /Humanist777BT-LightCondensedB
    /Humanist777BT-LightItalicB
    /Humanist777BT-RomanB
    /Humanist777BT-RomanCondensedB
    /Humanist970BT-BoldC
    /Humanist970BT-RomanC
    /HumanistSlabserif712BT-Black
    /HumanistSlabserif712BT-Bold
    /HumanistSlabserif712BT-Italic
    /HumanistSlabserif712BT-Roman
    /ICMEX10
    /ICMMI8
    /ICMSY8
    /ICMTT8
    /Iglesia-Light
    /ILASY8
    /ILCMSS8
    /ILCMSSB8
    /ILCMSSI8
    /Imago-Book
    /Imago-BookItalic
    /Imago-ExtraBold
    /Imago-ExtraBoldItalic
    /Imago-Light
    /Imago-LightItalic
    /Imago-Medium
    /Imago-MediumItalic
    /Industria-Inline
    /Industria-InlineA
    /Industria-Solid
    /Industria-SolidA
    /Insignia
    /Insignia-A
    /IPAExtras
    /IPAHighLow
    /IPAKiel
    /IPAKielSeven
    /IPAsans
    /ITCGaramondMM
    /ITCGaramondMM-It
    /JAKEOpti-Regular
    /JansonText-Bold
    /JansonText-BoldItalic
    /JansonText-Italic
    /JansonText-Roman
    /JansonText-RomanSC
    /JoannaMT
    /JoannaMT-Bold
    /JoannaMT-BoldItalic
    /JoannaMT-Italic
    /Juniper
    /KabelITCbyBT-Book
    /KabelITCbyBT-Demi
    /KabelITCbyBT-Medium
    /KabelITCbyBT-Ultra
    /Kaufmann
    /Kaufmann-Bold
    /KeplMM-Or2
    /KisBT-Italic
    /KisBT-Roman
    /KlangMT
    /Kuenstler480BT-Black
    /Kuenstler480BT-Bold
    /Kuenstler480BT-BoldItalic
    /Kuenstler480BT-Italic
    /Kuenstler480BT-Roman
    /KunstlerschreibschD-Bold
    /KunstlerschreibschD-Medi
    /Lapidary333BT-Black
    /Lapidary333BT-Bold
    /Lapidary333BT-BoldItalic
    /Lapidary333BT-Italic
    /Lapidary333BT-Roman
    /LASY10
    /LASY5
    /LASY6
    /LASY7
    /LASY8
    /LASY9
    /LASYB10
    /LatinMT-Condensed
    /LCIRCLE10
    /LCIRCLEW10
    /LCMSS8
    /LCMSSB8
    /LCMSSI8
    /LDecorationPi-One
    /LDecorationPi-Two
    /Leawood-Black
    /Leawood-BlackItalic
    /Leawood-Bold
    /Leawood-BoldItalic
    /Leawood-Book
    /Leawood-BookItalic
    /Leawood-Medium
    /Leawood-MediumItalic
    /LegacySans-Bold
    /LegacySans-BoldItalic
    /LegacySans-Book
    /LegacySans-BookItalic
    /LegacySans-Medium
    /LegacySans-MediumItalic
    /LegacySans-Ultra
    /LegacySerif-Bold
    /LegacySerif-BoldItalic
    /LegacySerif-Book
    /LegacySerif-BookItalic
    /LegacySerif-Medium
    /LegacySerif-MediumItalic
    /LegacySerif-Ultra
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldSlanted
    /LetterGothic-Slanted
    /Life-Bold
    /Life-Italic
    /Life-Roman
    /LINE10
    /LINEW10
    /Linotext
    /Lithos-Black
    /LithosBold
    /Lithos-Bold
    /Lithos-Regular
    /LOGO10
    /LOGO8
    /LOGO9
    /LOGOBF10
    /LOGOSL10
    /LOMD-Normal
    /LubalinGraph-Book
    /LubalinGraph-BookOblique
    /LubalinGraph-Demi
    /LubalinGraph-DemiOblique
    /LucidaHandwritingItalic
    /LucidaMath-Symbol
    /LucidaSansTypewriter
    /LucidaSansTypewriter-Bd
    /LucidaSansTypewriter-BdObl
    /LucidaSansTypewriter-Obl
    /LucidaTypewriter
    /LucidaTypewriter-Bold
    /LucidaTypewriter-BoldObl
    /LucidaTypewriter-Obl
    /LydianBT-Bold
    /LydianBT-BoldItalic
    /LydianBT-Italic
    /LydianBT-Roman
    /LydianCursiveBT-Regular
    /Machine
    /Machine-Bold
    /Marigold
    /MathematicalPi-Five
    /MathematicalPi-Four
    /MathematicalPi-One
    /MathematicalPi-Six
    /MathematicalPi-Three
    /MathematicalPi-Two
    /MatrixScriptBold
    /MatrixScriptBoldLin
    /MatrixScriptBook
    /MatrixScriptBookLin
    /MatrixScriptRegular
    /MatrixScriptRegularLin
    /Melior
    /Melior-Bold
    /Melior-BoldItalic
    /Melior-Italic
    /MercuriusCT-Black
    /MercuriusCT-BlackItalic
    /MercuriusCT-Light
    /MercuriusCT-LightItalic
    /MercuriusCT-Medium
    /MercuriusCT-MediumItalic
    /MercuriusMT-BoldScript
    /Meridien-Bold
    /Meridien-BoldItalic
    /Meridien-Italic
    /Meridien-Medium
    /Meridien-MediumItalic
    /Meridien-Roman
    /Minion-Black
    /Minion-Bold
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-BoldItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-DisplayItalic
    /Minion-DisplayRegular
    /MinionExp-Italic
    /MinionExp-Semibold
    /MinionExp-SemiboldItalic
    /Minion-Italic
    /Minion-Ornaments
    /Minion-Regular
    /Minion-Semibold
    /Minion-SemiboldItalic
    /MonaLisa-Recut
    /MrsEavesAllPetiteCaps
    /MrsEavesAllSmallCaps
    /MrsEavesBold
    /MrsEavesFractions
    /MrsEavesItalic
    /MrsEavesPetiteCaps
    /MrsEavesRoman
    /MrsEavesRomanLining
    /MrsEavesSmallCaps
    /MSAM10
    /MSAM10A
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM10A
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MTEX
    /MTEXB
    /MTEXH
    /MTGU
    /MTGUB
    /MTMI
    /MTMIB
    /MTMIH
    /MTMS
    /MTMSB
    /MTMUB
    /MTMUH
    /MTSY
    /MTSYB
    /MTSYH
    /MTSYN
    /MusicalSymbols-Normal
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-CnBold
    /Myriad-CnBoldItalic
    /Myriad-CnItalic
    /Myriad-CnSemibold
    /Myriad-CnSemiboldItalic
    /Myriad-Condensed
    /Myriad-Italic
    /MyriadMM
    /MyriadMM-It
    /Myriad-Roman
    /Myriad-Sketch
    /Myriad-Tilt
    /NeuzeitS-Book
    /NeuzeitS-BookHeavy
    /NewBaskerville-Bold
    /NewBaskerville-BoldItalic
    /NewBaskerville-Italic
    /NewBaskervilleITCbyBT-Bold
    /NewBaskervilleITCbyBT-BoldItal
    /NewBaskervilleITCbyBT-Italic
    /NewBaskervilleITCbyBT-Roman
    /NewBaskerville-Roman
    /NewCaledonia
    /NewCaledonia-Black
    /NewCaledonia-BlackItalic
    /NewCaledonia-Bold
    /NewCaledonia-BoldItalic
    /NewCaledonia-BoldItalicOsF
    /NewCaledonia-BoldSC
    /NewCaledonia-Italic
    /NewCaledonia-ItalicOsF
    /NewCaledonia-SC
    /NewCaledonia-SemiBold
    /NewCaledonia-SemiBoldItalic
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothic-BoldOblique
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldCondensed
    /NewsGothicBT-BoldCondItalic
    /NewsGothicBT-BoldExtraCondensed
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Demi
    /NewsGothicBT-DemiItalic
    /NewsGothicBT-ExtraCondensed
    /NewsGothicBT-Italic
    /NewsGothicBT-ItalicCondensed
    /NewsGothicBT-Light
    /NewsGothicBT-LightItalic
    /NewsGothicBT-Roman
    /NewsGothicBT-RomanCondensed
    /NewsGothic-Oblique
    /New-Symbol
    /NovareseITCbyBT-Bold
    /NovareseITCbyBT-BoldItalic
    /NovareseITCbyBT-Book
    /NovareseITCbyBT-BookItalic
    /Nueva-BoldExtended
    /Nueva-Roman
    /NuptialScript
    /OceanSansMM
    /OceanSansMM-It
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OnyxMT
    /Optima
    /Optima-Bold
    /Optima-BoldItalic
    /Optima-BoldOblique
    /Optima-ExtraBlack
    /Optima-ExtraBlackItalic
    /Optima-Italic
    /Optima-Oblique
    /OSPIRE-Plain
    /OttaIA
    /Otta-wa
    /Ottawa-BoldA
    /OttawaPSMT
    /Oxford
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /Palatino-Roman
    /Parisian
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PhotinaMT
    /PhotinaMT-Bold
    /PhotinaMT-BoldItalic
    /PhotinaMT-Italic
    /PhotinaMT-SemiBold
    /PhotinaMT-SemiBoldItalic
    /PhotinaMT-UltraBold
    /PhotinaMT-UltraBoldItalic
    /Plantin
    /Plantin-Bold
    /Plantin-BoldItalic
    /Plantin-Italic
    /Plantin-Light
    /Plantin-LightItalic
    /Plantin-Semibold
    /Plantin-SemiboldItalic
    /Poetica-ChanceryI
    /Poetica-SuppLowercaseEndI
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /ProseAntique-Bold
    /ProseAntique-Normal
    /QuaySansEF-Black
    /QuaySansEF-BlackItalic
    /QuaySansEF-Book
    /QuaySansEF-BookItalic
    /QuaySansEF-Medium
    /QuaySansEF-MediumItalic
    /Quorum-Black
    /Quorum-Bold
    /Quorum-Book
    /Quorum-Light
    /Quorum-Medium
    /Raleigh
    /Raleigh-Bold
    /Raleigh-DemiBold
    /Raleigh-Medium
    /Revival565BT-Bold
    /Revival565BT-BoldItalic
    /Revival565BT-Italic
    /Revival565BT-Roman
    /Ribbon131BT-Bold
    /Ribbon131BT-Regular
    /RMTMI
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /RotisSansSerif
    /RotisSansSerif-Bold
    /RotisSansSerif-ExtraBold
    /RotisSansSerif-Italic
    /RotisSansSerif-Light
    /RotisSansSerif-LightItalic
    /RotisSemiSans
    /RotisSemiSans-Bold
    /RotisSemiSans-ExtraBold
    /RotisSemiSans-Italic
    /RotisSemiSans-Light
    /RotisSemiSans-LightItalic
    /RotisSemiSerif
    /RotisSemiSerif-Bold
    /RotisSerif
    /RotisSerif-Bold
    /RotisSerif-Italic
    /RunicMT-Condensed
    /Sabon-Bold
    /Sabon-BoldItalic
    /Sabon-Italic
    /Sabon-Roman
    /SackersGothicLight
    /SackersGothicLightAlt
    /SackersItalianScript
    /SackersItalianScriptAlt
    /Sam
    /Sanvito-Light
    /SanvitoMM
    /Sanvito-Roman
    /Semitica
    /Semitica-Italic
    /SIVAMATH
    /Siva-Special
    /SMS-SPELA
    /Souvenir-Demi
    /Souvenir-DemiItalic
    /SouvenirITCbyBT-Demi
    /SouvenirITCbyBT-DemiItalic
    /SouvenirITCbyBT-Light
    /SouvenirITCbyBT-LightItalic
    /Souvenir-Light
    /Souvenir-LightItalic
    /SpecialAA
    /Special-Gali
    /Sp-Sym
    /StempelGaramond-Bold
    /StempelGaramond-BoldItalic
    /StempelGaramond-Italic
    /StempelGaramond-Roman
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-PhoneticAlternate
    /StoneSans-PhoneticIPA
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /StoneSerif
    /StoneSerif-Italic
    /StoneSerif-PhoneticAlternate
    /StoneSerif-PhoneticIPA
    /StoneSerif-Semibold
    /StoneSerif-SemiboldItalic
    /Swiss721BT-Black
    /Swiss721BT-BlackCondensed
    /Swiss721BT-BlackCondensedItalic
    /Swiss721BT-BlackExtended
    /Swiss721BT-BlackItalic
    /Swiss721BT-BlackOutline
    /Swiss721BT-BlackRounded
    /Swiss721BT-Bold
    /Swiss721BT-BoldCondensed
    /Swiss721BT-BoldCondensedItalic
    /Swiss721BT-BoldCondensedOutline
    /Swiss721BT-BoldExtended
    /Swiss721BT-BoldItalic
    /Swiss721BT-BoldOutline
    /Swiss721BT-BoldRounded
    /Swiss721BT-Heavy
    /Swiss721BT-HeavyItalic
    /Swiss721BT-Italic
    /Swiss721BT-ItalicCondensed
    /Swiss721BT-Light
    /Swiss721BT-LightCondensed
    /Swiss721BT-LightCondensedItalic
    /Swiss721BT-LightExtended
    /Swiss721BT-LightItalic
    /Swiss721BT-Medium
    /Swiss721BT-MediumItalic
    /Swiss721BT-Roman
    /Swiss721BT-RomanCondensed
    /Swiss721BT-RomanExtended
    /Swiss721BT-Thin
    /Swiss721BT-ThinItalic
    /Swiss921BT-RegularA
    /Symbol
    /Syntax-Black
    /Syntax-Bold
    /Syntax-Italic
    /Syntax-Roman
    /Syntax-UltraBlack
    /Tekton
    /Times-Bold
    /Times-BoldA
    /Times-BoldItalic
    /Times-BoldOblique
    /Times-Italic
    /Times-NewRoman
    /Times-NewRomanBold
    /Times-Oblique
    /Times-PhoneticAlternate
    /Times-PhoneticIPA
    /Times-Roman
    /Times-RomanSmallCaps
    /Times-Sc
    /Times-SCB
    /Times-special
    /TimesTenGreekP-Upright
    /TradeGothic
    /TradeGothic-Bold
    /TradeGothic-BoldCondTwenty
    /TradeGothic-BoldCondTwentyObl
    /TradeGothic-BoldOblique
    /TradeGothic-BoldTwo
    /TradeGothic-BoldTwoOblique
    /TradeGothic-CondEighteen
    /TradeGothic-CondEighteenObl
    /TradeGothicLH-BoldExtended
    /TradeGothicLH-Extended
    /TradeGothic-Light
    /TradeGothic-LightOblique
    /TradeGothic-Oblique
    /Trajan-Bold
    /TrajanPro-Bold
    /TrajanPro-Regular
    /Trajan-Regular
    /Transitional521BT-BoldA
    /Transitional521BT-CursiveA
    /Transitional521BT-RomanA
    /Transitional551BT-MediumB
    /Transitional551BT-MediumItalicB
    /Univers
    /Universal-GreekwithMathPi
    /Universal-NewswithCommPi
    /Univers-BlackExt
    /Univers-BlackExtObl
    /Univers-Bold
    /Univers-BoldExt
    /Univers-BoldExtObl
    /Univers-BoldOblique
    /Univers-Condensed
    /Univers-CondensedBold
    /Univers-CondensedBoldOblique
    /Univers-CondensedOblique
    /Univers-Extended
    /Univers-ExtendedObl
    /Univers-ExtraBlackExt
    /Univers-ExtraBlackExtObl
    /Univers-Light
    /Univers-LightOblique
    /UniversLTStd-Black
    /UniversLTStd-BlackObl
    /Univers-Oblique
    /Utopia-Black
    /Utopia-BlackOsF
    /Utopia-Bold
    /Utopia-BoldItalic
    /Utopia-Italic
    /Utopia-Ornaments
    /Utopia-Regular
    /Utopia-Semibold
    /Utopia-SemiboldItalic
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Viva-BoldExtraExtended
    /Viva-Regular
    /Weidemann-Black
    /Weidemann-BlackItalic
    /Weidemann-Bold
    /Weidemann-BoldItalic
    /Weidemann-Book
    /Weidemann-BookItalic
    /Weidemann-Medium
    /Weidemann-MediumItalic
    /WindsorBT-Elongated
    /WindsorBT-Light
    /WindsorBT-LightCondensed
    /WindsorBT-Roman
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /ZapfCalligraphic801BT-Bold
    /ZapfCalligraphic801BT-BoldItal
    /ZapfCalligraphic801BT-Italic
    /ZapfCalligraphic801BT-Roman
    /ZapfChanceryITCbyBT-Bold
    /ZapfChanceryITCbyBT-Demi
    /ZapfChanceryITCbyBT-Medium
    /ZapfChanceryITCbyBT-MediumItal
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfDingbatsITCbyBT-Regular
    /ZapfElliptical711BT-Bold
    /ZapfElliptical711BT-BoldItalic
    /ZapfElliptical711BT-Italic
    /ZapfElliptical711BT-Roman
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZapfHumanist601BT-Ultra
    /ZapfHumanist601BT-UltraItalic
    /ZurichBT-Black
    /ZurichBT-BlackExtended
    /ZurichBT-BlackItalic
    /ZurichBT-Bold
    /ZurichBT-BoldCondensed
    /ZurichBT-BoldCondensedItalic
    /ZurichBT-BoldExtended
    /ZurichBT-BoldExtraCondensed
    /ZurichBT-BoldItalic
    /ZurichBT-ExtraBlack
    /ZurichBT-ExtraCondensed
    /ZurichBT-Italic
    /ZurichBT-ItalicCondensed
    /ZurichBT-Light
    /ZurichBT-LightCondensed
    /ZurichBT-LightCondensedItalic
    /ZurichBT-LightExtraCondensed
    /ZurichBT-LightItalic
    /ZurichBT-Roman
    /ZurichBT-RomanCondensed
    /ZurichBT-RomanExtended
    /ZurichBT-UltraBlackExtended
  ]
  /NeverEmbed [ true
    /TimesNewRomanPS
    /TimesNewRomanPS-Bold
    /TimesNewRomanPS-BoldItalic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-Italic
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox false
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /CreateJDFFile false
  /Description <<
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU (Use these settings for creating PDF files for submission to The Sheridan Press. These settings configured for Acrobat v6.0 08/06/03.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (sRGB IEC61966-2.1)
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
  /SyntheticBoldness 1.000000
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




