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Preface

This volume contains the papers presented at Euro-Par 2021, the 27th International
European Conference on Parallel and Distributed Computing, held between September
1–3, 2021. Although Euro-Par 2021 had been planned to take place in Lisbon,
Portugal, it was organized as a virtual conference, as a result of the COVID-19
pandemic.

For over 25 years, Euro-Par has brought together researchers in parallel and dis-
tributed computing. Founded by pioneers as a merger of the two thematically related
European conference series PARLE and CONPAR-VAPP, Euro-Par started with the
aim to create the main annual scientific event on parallel and distributed computing in
Europe and to be the primary choice of professionals for the presentation of their latest
results.

Since its inception, Euro-Par has covered all aspects of parallel and distributed
computing, ranging from theory to practice; scaling from the smallest to the largest
parallel and distributed systems; from fundamental computational problems and models
to full-fledged applications; and from architecture and interface design and imple-
mentation to tools, infrastructures, and applications. Euro-Par’s unique organization
into topics provides an excellent forum for focused technical discussion as well as
interaction with a large, broad, and diverse audience of researchers in academic
institutions, public and private laboratories, and commercial stakeholders. Euro-Par’s
topics have always been oriented towards novel research issues and the current state
of the art. Most topics have become constant entries, while new themes have emerged
and been included in the conference. Euro-Par selects new organizers and chairs for
every event, giving the opportunity to young researchers and leading to fresh ideas
while ensuring tradition. Organizers and chairs of previous events support their suc-
cessors. In this sense, the conference also promotes networking across borders, leading
to the unique spirit of Euro-Par.

Previous conferences took place in Stockholm, Lyon, Passau, Southampton,
Toulouse, Munich, Manchester, Paderborn, Klagenfurt, Pisa, Lisbon, Dresden, Rennes,
Las Palmas, Delft, Ischia, Bordeaux, Rhodes, Aachen, Porto, Vienna, Grenoble, San-
tiago de Compostela, Turin, Göttingen, and Warsaw.

Thus, Euro-Par in Portugal followed the well-established format of its predecessors.
The 27th Euro-Par conference was organized with the support of INESC-ID and
Instituto Superior Técnico (Tecnico Lisboa) -the Faculty of Engineering of the
University of Lisbon. Tecnico Lisboa is a renowned place for research in engineering,
including in all fields related to electrical and computer engineering and computer
science.

The topics of Euro-Par 2021 were organized into 10 tracks, namely:

– Compilers, Tools, and Environments
– Performance and Power Modeling, Prediction and Evaluation



– Scheduling and Load Balancing
– Data Management, Analytics, and Machine Learning
– Cluster, Cloud, and Edge Computing
– Theory and Algorithms for Parallel and Distributed Processing
– Parallel and Distributed Programming, Interfaces, and Languages
– Multicore and Manycore Parallelism
– Parallel Numerical Methods and Applications
– High-performance Architectures and Accelerators

Overall, 136 papers were submitted from 37 countries. The number of submitted
papers, the wide topic coverage, and the aim of obtaining high-quality reviews resulted
in a careful selection process involving a large number of experts. As the joint effort
of the members of the Program Committee and of the 121 external reviewers, a total of
218 reviewers from 33 countries submitted 540 reviews: 10 papers received three
reviews, 122 received four reviews, and 4 received 5 or more. On average, each paper
received 4 reviews. The accepted papers were chosen after offline discussions in the
reviewing system followed by a lively discussion during the paper selection meeting,
which took place via video conference on April 19, 2021. As a result, 38 papers were
selected to be presented at the conference and published in these proceedings, resulting
in a 27.9% acceptance rate.

To increase reproducibility of the research, Euro-Par encourages authors to submit
artifacts, such as source code, data sets, and reproducibility instructions. Along with the
notification of acceptance, authors of accepted papers were encouraged to submit their
artifacts. A total of 6 papers were complemented with their artifacts. These artifacts
were then evaluated by the Artifact Evaluation Committee (AEC). The AEC managed
to successfully reproduce the results of all of the 6 papers. These papers are marked in
the proceedings by a special stamp; and the artifacts are available on-line in the Fig-
share repository.

In addition to the technical program, we had the pleasure of hosting three keynotes
held by:

– Manish Parashar, University of Utah, USA,
– Alba Cristina Melo, University of Brasilia, Brazil,
– Keshav Pingali, University of Texas, USA.

Although Euro-Par 2021 was converted into a virtual event, it encouraged inter-
action and on-line discussions, in order to make it a successful and friendly meeting.

The conference program started with two days of workshops on specialized topics.
Dora Blanco Heras and Ricardo Chaves ensured coordination and organization of this
pre-conference event as workshop co-chairs. After the conference, a selection of the
papers presented at the workshops will be published in a separate proceedings volume.

We would like to thank the authors, chairs, PC members, and reviewers for con-
tributing to the success of Euro-Par 2021. Similarly, we would like to extend our
appreciation to the Euro-Par Steering Committee for its support. Our mentor, Fernando
Silva, devoted countless hours to this year’s event, making sure we were on time and
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on track with all the (many) key elements of the conference. Our virtual task force led
by Tiago Dias took care of various aspects of moving a physical conference to
cyberspace.

August 2021 Leonel Sousa
Nuno Roma
Pedro Tomás
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Big Data and Extreme-Scales: Computational
Science in the 21st Century

Manish Parashar

University of Utah, USA
manish.parashar@utah.edu

Extreme scales and big data are essential to computational and data-enabled science
and engineering in the 21st, promising dramatic new insights into natural and
engineered systems. However, data-related challenges are limiting the potential impact
of application workflows enabled by current and emerging extreme scale,
high-performance, distributed computing environments. These data-intensive applica-
tion workflows involve dynamic coordination, interactions and data coupling between
multiple application processes that run at scale on different resources, and with services
for monitoring, analysis and visualization and archiving, and present challenges due to
increasing data volumes and complex data-coupling patterns, system energy con-
straints, increasing failure rates, etc. In this talk I will explore some of these challenges
and investigate how solutions based on data sharing abstractions, managed data
pipelines, data-staging service, and in-situ/in-transit data placement and processing can
be used to help address them. This research is part of the DataSpaces project at the
Scientific Computing and Imaging (SCI) Institute, University of Utah.



HPC for Bioinformatics: The Genetic Sequence
Comparison Quest for Performance

Alba Cristina Melo

University of Brasilia, Brazil
alves@unb.br

Genetic Sequence Comparison is an important operation in Bioinformatics, executed
routinely worldwide. Two relevant algorithms that compare genetic sequences are the
Smith-Waterman (SW) algorithm and Sankoff’s algorithm. The Smith-Waterman
algorithm is widely used for pairwise comparisons and it obtains the optimal result in
quadratic time - O(n2), where n is the length of the sequences. The Sankoff algorithm is
used to structurally align two sequences and it computes the optimal result in O(n4)
time. In order to accelerate these algorithms, many parallel strategies were proposed in
the literature. However, the alignment of whole chromosomes with hundreds of mil-
lions of characters with the SW algorithm is still a very challenging task, which
requires extraordinary computing power. Likewise, obtaining the structural alignment
of two sequences with the Sankoff algorithm requires parallel approaches. In this talk,
we first present our MASA-CUDAlign tool, which was used to pairwise align real
DNA sequences with up to 249 millions of characters in a cluster with 512 GPUs,
achieving the best performance in the literature in 2021. We will present and discuss
the innovative features of the most recent version of MASA-CUDAlign: parallelogram
execution, incremental speculation, block pruning and score-share balancing strategies.
We will also show performance and energy results in homogeneous and heterogeneous
GPU clusters. Then, we will discuss the design of our CUDA-Sankoff tool and its
innovative strategy to exploit multi-level wavefront parallelism. At the end, we will
show a COVID-19 case study, where we use the tools discussed in this talk to compare
the SARS-CoV-2 genetic sequences, considering the reference sequence and its
variants.



Knowledge Graphs, Graph AI, and the Need
for High-performance Graph Computing

Keshav Pingali

Katana Graph & The University of Texas at Austin, USA
pingali@cs.utexas.edu

Knowledge Graphs now power many applications across diverse industries such as
FinTech, Pharma and Manufacturing. Data volumes are growing at a staggering rate,
and graphs with hundreds of billions edges are not uncommon. Computations on such
data sets include querying, analytics, and pattern mining, and there is growing interest
in using machine learning to perform inference on large graphs. In many applications, it
is necessary to combine these operations seamlessly to extract actionable intelligence as
quickly as possible. Katana Graph is a start-up based in Austin and the Bay Area that is
building a scale-out platform for seamless, high-performance computing on such graph
data sets. I will describe the key features of the Katana Graph Engine that enable high
performance, some important use cases for this technology from Katana’s customers,
and the main lessons I have learned from doing a startup after a career in academia.
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Topic 1: Compilers, Tools and Environments

Frank Hannig and Gabriel Falcao

This topic addresses programming tools and system software for all kinds of parallel
computer architectures, ranging from low-power embedded high-performance systems,
multi- and many-core processors, accelerators to large-scale computers and cloud
computing. Focus areas include compilation and software testing to design well-
defined components and verify their necessary structural, behavioral, and parallel
interaction properties. It deals with tools, analysis software, and runtime environments
to address the challenges of programming and executing the parallel architectures
mentioned above. Moreover, the topic deals with methods and tools for optimizing
non-functional properties such as performance, programming productivity, robustness,
energy efficiency, and scalability.

The topic received eight submissions across the subjects mentioned before. The
papers were thoroughly reviewed by the six program committee members of the topic
and external reviewers. Each submission was subjected to rigorous review from four
peers. After intensely scrutinizing the reviews, we were pleased to select two high-
quality papers for the technical program, corresponding to a per-topic acceptance ratio
of 25%.

The first accepted paper “ALONA: Automatic Loop Nest Approximation with
Reconstruction and Space Pruning” by Daniel Maier et al. deals with approximate
computing. More specifically, the contribution advances the state-of-the-art in pattern-
based multi-dimensional loop perforation. The second paper “Automatic low-overhead
load-imbalance detection in MPI applications” by Peter Arzt et al. presents a method
for detecting load imbalances in MPI applications. The approach has been implemented
into the Performance Instrumentation Refinement Automation (PIRA) framework.

We would like to thank the authors who responded to our call for papers, the
members of the Program Committee and the additional external reviewers who, with
their opinion and expertise, ensured a program of the highest quality. Many thanks to
Leonel Sousa for the tremendous overall organization of Euro-Par 2021 and his
engaging interaction.



Topic 2: Performance and Power Modeling,
Prediction and Evaluation

Didem Unat and Aleksandar Ilic

In recent years, a range of novel methods and tools have been developed for the
evaluation, design, and modeling of parallel and distributed systems and applications.
At the same time, the term ‘performance’ has broadened to also include scalability and
energy efficiency, and touching reliability and robustness in addition to the classic
resource-oriented notions.

The papers submitted to this topic represent researchers working on different
aspects of performance modeling, evaluation, and prediction, be it for systems or for
applications running on the whole range of parallel and distributed systems (multi-core
and heterogeneous architectures, HPC systems, grid and cloud contexts etc.). The
accepted papers present novel research in all areas of performance modeling, prediction
and evaluation, and help bringing together current theory and practice.

The topic received 14 submissions, which were thoroughly reviewed by the 11
members of the topic program committee and external reviewers. Out of all submis-
sions and after a careful and detailed discussion among committee members, we finally
decided to accept 3 papers, resulting in a per-topic acceptance ratio of 21%.

We would like to thank the authors for their submissions, the Euro-Par 2021
Organizing Committee for their help throughout all the process, and the PC members
and the reviewers for providing timely and detailed reviews, and for participating in the
discussion we carried on after the reviews were received.



Topic 3: Scheduling and Load Balancing

Oliver Sinnen and Jorge Barbosa

New computing systems offer the opportunity to reduce the response times and the
energy consumption of the applications by exploiting the levels of parallelism. Modern
computer architectures are often composed of heterogeneous compute resources and
exploiting them efficiently is a complex and challenging task. Scheduling and load
balancing techniques are key instruments to achieve higher performance, lower energy
consumption, reduced resource usage, and real-time properties of applications.

This topic attracts papers on all aspects related to scheduling and load balancing on
parallel and distributed machines, from theoretical foundations for modelling and
designing efficient and robust scheduling policies to experimental studies, applications,
and practical tools and solutions. It applies to multi-/manycore processors, embedded
systems, servers, heterogeneous and accelerated systems, HPC clusters as well as
distributed systems such as clouds and global computing platforms.

A total of 23 full submissions were received in this track, each of which received at
least three reviews, the large majority four. Following a thorough and lively discussion
of the reviews among the 16 PC members, 7 submissions were accepted, giving an
acceptance rate of 30%.

The chairs would like to sincerely thank all the authors for their high quality
submissions, the Euro-Par 2021 Organizing Committee for all their valuable help, and
the PC members for their excellent work. They all have contributed to making this
topic and Euro-Par an excellent forum to discuss scheduling and load balancing
challenges.



Topic 4: Data Management, Analytics
and Machine Learning

Alex Delis and Helena Aidos

Many areas of science, industry, and commerce are producing extreme-scale data that
must be processed — stored, managed, analyzed – in order to extract useful knowl-
edge. This topic seeks papers in all aspects of distributed and parallel data management
and data analysis. For example, cloud and grid data-intensive processing, parallel and
distributed machine learning, HPC in situ data analytics, parallel storage systems,
scalable data processing workflows, and distributed stream processing were all in the
scope of this topic.

This year, the topic received 20 submissions, which were thoroughly reviewed by
the 12 members of the track program committee and external reviewers. Out of all the
submissions and after a careful and detailed discussion among committee members, we
finally decided to accept 4 papers, resulting in a per-topic acceptance ratio of 20%.

We would like to express our thanks to the authors for their submissions, the Euro-
Par 2021 Organizing Committee for their help throughout all the process, the PC
members and the external reviewers for providing timely and detailed reviews, and for
participating in the discussion we carried on after the reviews were received.



Topic 5: Cluster, Cloud and Edge Computing

Radu Prodan and Luís Veiga

While the term Cluster Computing is hardware-oriented and determines the organi-
zation of large computer systems at one location, the term Cloud Computing usually
focuses on using these large systems at a distributed scale, typically combined with
virtualization technology and a business model on top. Despite their differences, there
exist many complementary interdependencies between both fields that need further
exploration. This topic of the Euro-Par conference is open to new research, which spans
across these two related areas. In both Cluster and Cloud Computing, much relevant
research works focus on performance, reliability, energy efficiency, and the impact of
novel processor architectures. Since Cloud Computing tries to hide the hardware and
system software details from the users, research issues include various forms of vir-
tualization and their impact on performance, resource management, and business
models that address system owner and user interests.

In the last years, and primarily due to the increasing number of IoT applications, the
combination of local resources and Cloud Computing, also referred to as Fog and Edge
Computing, has received growing interest. This concept has led to many research
questions, like an appropriate distribution of subtasks to the available systems under
various constraints.

This year, 14 papers were submitted to this track and received at least four reviews
from the 13 program committee members. Following the thorough discussion of the
reviews, the conference chairs decided to include five submissions to the track in the
overall conference program. The accepted papers address relevant and timely topics
such as cloud computing, fault-tolerance, edge computing, energy efficiency.

The track chairs thank all the authors for their submissions, the Euro-Par 2021
Organizing Committee for their help throughout the process, the PC members, and the
reviewers to provide timely and detailed reviews and participate in the discussions.



Topic 6: Theory and Algorithms for Parallel
and Distributed Processing

Andrea Pietracaprina and João M. Lourenço

Nowadays parallel and distributed processing is ubiquitous. Multicore processors are
available on smartphones, laptops, servers and supercomputing nodes. Also, many
devices cooperate in fully distributed and heterogeneous systems to provide a wide
array of services. Despite recent years have witnessed astonishing progress in this field,
many research challenges remain open concerning fundamental issues as well as the
design and analysis of efficient, scalable, and robust algorithmic solutions with prov-
able performance and quality guarantees.

This year, a total of 12 submissions were received in this track. Each submission
received four reviews from the eight PC members. Following the thorough discussion
of the reviews, four original and high quality papers have been accepted to this general
topic of the theory of parallel and distributed algorithms, with the acceptance rate of
33%.

We would like to thank the authors for their excellent submissions, the Euro-Par
2021 Organizing Committee for their help throughout all the process, and the PC
members and the external reviewers for providing timely and detailed reviews, and for
participating in the discussions that helped reach the decisions.



Topic 7: Parallel and Distributed
Programming, Interfaces, and Languages

Alfredo Goldman and Ricardo Chaves

Parallel and distributed applications require appropriate programming abstractions and
models, efficient design tools, parallelization techniques and practices. This topic
attracted papers presenting new results and practical experience in this domain: efficient
and effective parallel languages, interfaces, libraries and frameworks, as well as solid
practical and experimental validation.

The accepted papers emphasize research on high-performance, resilient, portable,
and scalable parallel programs via appropriate parallel and distributed programming
model, interface and language support. Contributions that assess programming
abstractions and automation for usability, performance, task-based parallelism or
scalability were valued.

This year, the topic received 14 submissions, which were thoroughly reviewed by
the 11 members of the track program committee and external reviewers. After careful
and detailed discussion among committee members, we decided to accept 5 of the
submissions, giving a per-topic acceptance ratio of 36%.

The topic chairs would like to thank all the authors who submitted papers for their
contribution to the success of this track, the Euro-Par 2021 Committee for their support,
and the external reviewers for their high-quality reviews and their valuable feedback.



Topic 8: Multicore and Manycore Parallelism

Enrique S. Quintana Ortí and Nuno Roma

Modern homogeneous and heterogeneous multicore and manycore architectures are
now part of the high-end, embedded, and mainstream computing scene and can offer
impressive performance for many applications. This architecture trend has been driven
by the need to reduce power consumption, increase processor utilization, and address
the memory-processor speed gap. However, the complexity of these new architectures
has created several programming challenges, and achieving performance on these
systems is often a difficult task. This topic seeks to explore productive programming of
multicore and manycore systems, as well as stand-alone systems with large numbers of
cores and various types of accelerators; this can also include hybrid and heterogeneous
systems with different types of multicore processors. It focuses on novel research and
solutions in the form of programming models, frameworks and languages; compiler
optimizations and techniques; lock-free algorithms and data structures; transactional
memory advances; performance and power trade-offs and scalability; libraries and
runtime systems; innovative applications and case studies; techniques and tools for
discovering, analysing, understanding, and managing multicore parallelism; and in
general, tools and techniques to increase the programmability of multicore, manycore,
and heterogeneous systems, in the context of general-purpose, high-performance, and
embedded parallel computing.

This year 7 papers covering some of these issues were submitted. Each of them was
reviewed by four reviewers. Finally, one regular paper was selected. It proposes an
extension to the oneAPI programming model in order to provide the ability to exploit
multiple heterogeneous devices when executing the same kernel following a co-
execution strategy. It also discusses the implementation of common load-balancing
schemes, including static and dynamic allocation.

We would like to express our gratitude to all the authors for submitting their work.
We also thank the reviewers for their great job and useful comments. Finally, we would
like to thank the Euro-Par organization and steering committees for their continuous
help, and for producing a nice working environment to smooth the process.



Topic 9: Parallel Numerical Methods
and Applications

Stanimire Tomov and Sergio Jimenez

The need for high-performance computing is driven by the need for large-scale sim-
ulation and data analysis in science and engineering, finance, life sciences, etc. This
requires the design of highly scalable numerical methods and algorithms that are able to
efficiently exploit modern computer architectures. The scalability of these algorithms
and methods and their ability to effectively use high-performance heterogeneous
resources is critical to improving the performance of computational and data science
applications.

This conference topic provides a forum for presenting and discussing recent
developments in parallel numerical algorithms and their implementation on current
parallel architectures, including many-core and hybrid architectures. The submitted
papers address algorithmic design, implementation details, performance analysis, as
well as integration of parallel numerical methods in large-scale applications.

This year, the topic received 14 submissions, which were thoroughly reviewed by
the 7 members of the track program committee and a number of external reviewers.
Each submission received four reviews. After careful and constructive discussions
among committee members, we decided to accept five papers, resulting in a per-topic
acceptance ratio of 36%.

We would like to sincerely thank all the authors for their submissions, the Euro-Par
2021 Organizing Committee for all their valuable help, and the reviewers for their
excellent work. They all have contributed to making this topic and Euro-Par an
excellent forum to discuss parallel numerical methods and applications.



Topic 10: High-performance Architectures
and Accelerators

Samuel Thibault and Pedro Tomás

Various computing platforms provide distinct potentials for achieving massive per-
formance levels. Beyond general-purpose multi-processors, examples of computing
platforms include graphics processing units (GPUs), multi-/many-core co-processors,
as well as customizable devices, such as FPGA-based systems, streaming data-flow
architectures or low-power embedded systems. However, fully exploiting the compu-
tational performance of such devices and solutions often requires tuning the target
applications to identify and exploit the parallel opportunities.

Hence, this topic explores new directions across this variety of architecture pos-
sibilities, with contributions along the whole design stack. On the hardware side, the
scope of received papers spans from general-purpose to specialized computing archi-
tectures, including methodologies to efficiently exploit the memory hierarchy and to
manage network communications. On the software side, the scope of received papers
included libraries, runtime tools and benchmarks. Additionally, we also received
application-specific submissions that contributed with new insights and/or solutions to
fully exploit different high-performance computing platforms for signal processing, big
data and machine learning application domains.

The topic received 10 submissions, which were thoroughly reviewed by the 7
members of the track program committee and external reviewers. Out of all the sub-
missions and after a careful and detailed discussion among committee members, we
finally decided to accept 2 papers, resulting in a per-topic acceptance ratio of 20%.

The topic chairs would like to thank all the authors who submitted papers for their
contribution to the success of this topic, the Euro-Par 2021 Committee for their support,
as well as all the external reviewers for their high-quality reviews and their valuable
feedback.
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