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Abstract—RFID is a technology that enables the automated
capture of observations of uniquely identified physical objects as
they move through supply chains. Discovery Services provide
links to repositories that have traceability information about
specific physical objects. Each supply chain party publishes
records to a Discovery Service to create such links and also
specifies access control policies to restrict who has visibility of
link information, since it is commercially sensitive and could
reveal inventory levels, flow patterns, trading relationships, etc.

The requirement of being able to share information on a need-
to-know basis, e.g. within the specific chain of custody of an
individual object, poses a particular challenge for authorization
and access control, because in many supply chain situations the
information owner might not have sufficient knowledge about all
the companies who should be authorized to view the information,
because the path taken by an individual physical object only
emerges over time, rather than being fully pre-determined at the
time of manufacture. This led us to consider novel approaches
to delegate trust and to control access to information.

This paper presents an assessment of visibility restriction
mechanisms for Discovery Services capable of handling emergent
object paths. We compare three approaches: enumerated access
control (EAC), chain-of-communication tokens (CCT), and chain-
of-trust assertions (CTA). A cost model was developed to estimate
the additional cost of restricting visibility in a baseline traceability
system and the estimates were used to compare the approaches
and to discuss the trade-offs.

I. INTRODUCTION

RFID tags [1] and also some optical barcode technologies
such as DataMatrix and DataBar allow each physical object
to be uniquely identified e.g. via an Electronic Product Code
(EPC). The unique identifier is required to associate the highly
granular traceability data with each corresponding object. This
information trail needs to be retrieved to answer traceability
queries [2], such as:

• What is the current location of the object? (Track)
• What is the location history of the object? (Trace)

The traceability information is not centralized but instead is
stored in a number of distributed data repositories owned and
managed by the various companies participating in a given
supply chain.

The EPC Network architecture provides a suite of global
open standards [3] for the capture and sharing of traceability
information. The EPC Information Services (EPCIS) stan-
dard [4] enables physical event data to be exchanged between
companies using a standardized information model and query
interface, irrespective of differences in the implementation
of the underlying database. At the top of the EPC Network
architecture there is a placeholder for Discovery Services (DS)
that enable business applications to locate multiple sources of
information to answer traceability queries. DS provide links
to EPCIS repositories that have event data about a specific
physical object. These links are pro-actively created by each
company that wants to make the association between the
unique identifier of a physical object and the Uniform Re-
source Locator (URL) address of a EPCIS repository. Because
the traceability information is commercially sensitive, each
company also publishes access control policies to restrict who
has visibility of link information. A company can benefit from
sharing information with trusted business partners but can
also be harmed if information is exposed to competitors. This
means that information providers and consumers have to be
authenticated in a trusted way and that the information access
must be authorized effectively. An industry survey [5] further
emphasizes the need for information protection.

Access control for traceability information is different from
traditional authorization [6] because in many supply chain
scenarios the information owner will not have prior knowledge
about which companies should be authorized to view the
data about a specific individual object. The path taken by an
individual object - the ‘object path’ - emerges over time as
customers and intermediate distributors place orders for goods
and ship those goods downstream through the supply chain.
The dynamic object path characteristic led us to consider the
following visibility restriction approaches:

• Enumerated access control (EAC);
• Chain-of-communication tokens (CCT);
• Chain-of-trust assertions (CTA).



We developed an analytical cost estimation model to com-
pare these approaches. The system’s actions are represented as
operations that store or retrieve data, process data, or transfer
data over the network. The costs of these operations are
summed by category to produce the estimates. We modeled
data capture and query operations first and then the visibility
restriction operations.

In the next section we briefly discuss related work on DS
systems and other traceability information systems. Then we
proceed to describe in detail the visibility restriction mecha-
nisms, followed by the cost model and baseline estimates.
We then present and discuss the results and compare the
approaches. The paper ends with the conclusions and plans
for future work.

II. RELATED WORK

A DS is a facilitator service, enabling information con-
sumers to discover links to information providers. However
there are other proposals to build traceability systems.

Evdokimov et al. [7] produced a qualitative comparison of
traceability information systems examining the characteristics
of functional requirements using a framework based on an ISO
standard for software quality.

Pardal and Alves Marques [8] surveyed over twenty trace-
ability information system proposals, and summarized them
into four categories, according to two criteria: distribution
(centralized versus decentralized solutions) and data integra-
tion (data copying versus data referencing). The four cate-
gories were compared using a simple quantitative cost model
that estimated total system cost. The performance estimates for
typical Pharmaceutical and Automobile supply chains showed
that the Metadata Integration (MDI) architecture had the
second-best overall performance and provided an additional
indirection level that could be used to address other solution
concerns, such as visibility restrictions.

The combination of DS with EPCIS is a concrete im-
plementation of the MDI architecture, and there are freely
available implementations of both systems. Fosstrak [9] is an
open-source EPCIS implementation and BRIDGE Directory
of Resources [10] [11] is a DS implementation. In the MDI
architecture, a DS provider can play the role of a trusted third
party [12] and assist in information sharing operations.

III. VISIBILITY RESTRICTION

Visibility restriction mechanisms define how restrictions
are stated and enforced. They should be expressive to allow
compact sharing statements, for example, they should assume
default values to avoid repetitive expressions (e.g. the in-
formation owner should be provided access to its data by
default). They should also be correct i.e. formally verifiable at
the conceptual level, and auditable by external parties at the
implementation level.

In the work presented in this paper we make the visibility
restriction approaches quantifiable to allow objective com-
parisons relative to a baseline. Both the expressiveness and
correctness aspects are out of scope. Other relevant concerns
such as performance and scale [5] are also out of scope.

A. Mechanisms
We compare three distinct approaches: enumerated access

control (EAC), chain-of-communication tokens (CCT), and
chain-of-trust assertions (CTA). Each approach can be seen,
for comparison purposes, as a different formulation of the
same canonical data structure: a four-dimensional matrix
defined by tuples of ‘information owner’, ‘action’, ‘trading
partner’ and ‘physical object’. Each cell represents a data
access right: the ‘owner’ grants ‘action’ rights to the ‘partner’
over data about the ‘object’.

1) Enumerated access control: EAC represents the more
traditional access control mechanism based on access control
lists (ACL) [6] or similar data structures, that keep the access
rights indexed by the object identifier.

In this approach, there is an ACL that holds identifiers
for trading partners that have access to information owned
by a company about a given object. The ACL is maintained
at the DS, but a local copy is maintained in each EPCIS to
also protect its records. To share information, the information
owner adds trading partners to the ACL. For audit purposes,
the changes to the list should be logged to allow reconstruction
of list state at any point in time.

2) Chain-of-communication tokens: CCT represents a ca-
pabilities mechanism [6] because the access rights are kept
within the object reference. When a reference - token - is
shared, the access rights are also shared. Access rights can
‘follow the chain’ if the shipping company sends the token to
the destination along with the physical object.

A token is a binary data structure consisting of two parts:
identifier and secret. The id part is used to identify the token.
The secret part is used to authorize access to data. The token
is propagated along the chain by electronic communication
e.g. within an Advance Shipping Notice (ASN) message or
embedded in a special RFID tag. The token must be presented
by the querying party. The DS issues the token and also keeps
a copy and uses it to protect DS records. The token is also
used to protect event data in EPCIS. To create new visibility
scopes, new tokens are created and used at each node in the
object path. However, a single token can be used along the
chain to protect all of the traceability records. This may be
interesting in some business scenarios. For audit purposes, the
presented token values at the times of publishing and querying
should be logged.

3) Chain-of-trust assertions: CTA represents a potentially
more expressive mechanism that expresses the access rights
using logical statements issued by the multiple companies.
When information is requested, the logical formulae are
evaluated to make an access decision. The semantics of
the statements can express conditions like reciprocal trust
meaning that a company is willing to share information with
a partner if (and only if) the partner is willing to do the same.

In this approach, a cell from the canonical matrix is stated
in an assertion format: trust(owner, action, partner, object).
These assertions are sent to the DS, signed by the author,
and can be revoked later, if necessary. DS provides access to
partners for which there is an explicit unbroken chain of trust



assertions back to the owner of the information. A local copy
of the assertions is kept in EPCIS to allow protection and
local verification of the chain of trust. To share information,
the information owner should add assertions for the desired
partners. For audit purposes, all assertions should be logged
along with the certificates required to verify them.

B. Sharing policies

Companies have to decide when to authorize information
sharing. We consider two policies: ‘upfront’ and ‘on demand’.

1) Upfront sharing: In this case the trading partners are
pro-active regarding the sharing operations because future
queries are considered likely for all objects. For each indi-
vidual object, they grant access to their immediate upstream
and downstream partners.

A use case where ‘upfront’ sharing might make sense is
in a Pharmaceutical pedigree application. In this case, it is
likely that a legal requirement mandates that the product trace
for every individual object should be provided to the customer.
Therefore, queries will be issued for all objects that are subject
to pedigree legislation.

2) On demand sharing: In this case the sharing effort
at capture time is reduced because future queries for all
objects are considered less likely. The flipside is that additional
requests and decisions to share information are required and
have to be mediated by DS, creating additional burden for it.

A use case where ‘on demand’ sharing makes sense is in
an Automobile recall application for defective parts. A recall
is issued only for a small proportion of objects. Therefore,
queries will be issued only for recalled objects, rather than for
the majority of objects.

C. Infrastructure

All described visibility restriction approaches assume an un-
derlying security infrastructure that provides secure communi-
cations and identity verification.

The infrastructure relies on a Public Key Infrastructure
(PKI) [13] to store digital certificates.

The authentication and authorization are externalized, i.e.
kept outside of the main application code, to allow consistent
use of policies across all applications, and providing consistent
logging for auditing processes. The policies can express the
visibility restriction approaches described earlier and make
them interchangeable so they can co-exist in a working system.

The externalized security architecture uses standard tech-
nologies, namely SAML (Security Assertion Markup Lan-
guage) [14] and eXtensible Access Control Modeling Lan-
guage (XACML) [15].

Using SAML means that there are standard formats and
exchange protocols for identity claims. Claims can be used to
transfer attributes other than identity.

Using XACML means that there are standard formats and
processing models for security policies along with interfaces
for administration, enforcement and evaluation of policies.

Hebig et al. [16] describe an integration of the mentioned
security technologies in a working infrastructure.

IV. ASSESSMENT FRAMEWORK

Our overall assessment approach is depicted in Figure 1:

• Model a supply chain;
• Model the candidate solution’s workflows, resulting from

functional, partition and security aspects;
• Use a cost model to compute estimates;
• Validate and calibrate the model using measurements.

Fig. 1. Assessment framework.

The supply chain nodes can be generated from statistics or
can be based on an actual scenario. The nodes are represented
as a graph that can be defined bottom-up by the union of object
paths [8] or top-down using definitions in the Supply Chain
Modeling Language (SCML) [17].

A supply chain scenario is defined by a set of trading
partners, a set of physical objects, and a corresponding set
of object paths, as depicted in Figure 2. For our purposes, we
consider that each trading partner has a single EPCIS instance
and that there is a single DS shared by all the trading partners
in the chain.

Fig. 2. Supply chain scenario.

The information system is specified in three aspects: the
functional scheme of the components outlines what are the
parts of the system and how they interact; the partition
scheme handles how data is distributed within and across
instances of the system; the security scheme encompasses the
security infrastructure and the visibility restriction approaches
described in this paper.



When the schemes are combined, we specify a system
that can be modeled to compute cost estimates or can be
implemented and instrumented to produce measurements. The
estimates can then be compared to measurements, allowing
the model to be validated and calibrated.

A. System modeling

A system is modeled for cost estimation by identifying its
operations. Each operation has input and output and these data
structures are modeled from actual implementations whenever
possible. For EPCIS the modeling was based on Fosstrak [9]
and for DS it was based on the BRIDGE design [18].

The basic cost formulae are based on the model by Murthy
and Robson [19] and the following assumptions hold:

1) Bandwidth, processing speed, latency are the same for
every node.

2) Messages and received object records can be processed
in main memory.

3) All data stores are append-only.
4) The time cost of accessing the data store to retrieve a

record is independent of size.
5) The time cost of storing a record can be ignored, because

it can be done asynchronously.

B. Cost computation

The cost model uses a blackboard data structure [20]
represented in Figure 3. There are board contributors that
observe the posts that are placed on the board, and that can
add more posts. A post can represent a cost parcel. Each
contributor only looks at each post once. The board is fully
expanded when all contributors view all posts and add nothing
new. At the end of the expansion the cost totals are computed
from all posts.

Fig. 3. Cost computation board.

There are three types of cost: storage (data size), processing
(time) and networking (time). Not all posts have direct cost,
some are merely placeholder posts that signal the need for
additional expansion.

The cost calculation board follows a cause-effect logic:
something happens - represented by a board post - and triggers

other posts. This allows each board contributor to concern
itself with only a subset of effects at a time. The main
advantage of this data structure for cost calculation is that
it is easy to add costs of cross-cutting concerns, like security,
without having to model the sequential flow of actions. Also,
board contributors can easily be enabled or disabled to test
different conditions e.g. add/remove network latency.

The cost parcels are stored in a cost tree that separates
storage, processing and network costs. For each kind of cost,
there are several levels of detail, as shown in Figure 4.

Fig. 4. Cost ‘buckets’. Each bucket keeps part of the total computed cost.

Finally, the cost results are exported in tabular data format
that can be readily recognized and used by most analysis and
plotting tools.

A cost computation example starts with a statistic descrip-
tion of a supply chain scenario. An average chain is generated
with one object path. At this step a specific chain scenario
could be provided, with as many companies and object paths
as desired. The cost calculation board is initialized and a
single post is placed there. In this example, it is an item post,
representing that an object is passing on the supply chain.
The EPCIS contributor adds one EPCIS capture post for each
read point. The DS contributor adds one DS publish for each
trading partner. Since DS publish is a remote operation, the
Remote Procedure Call (RPC) contributor adds posts to send
the request, execute the operation and send back the response.
The process continues until there are no further posts. EPCIS
captures have storage and processing costs, but since they
are local to a trading partner they have no networking costs.
DS publish has storage, processing and network communica-
tion/lookup costs. After the board is complete (see Figure 3),
all the posts are analyzed and the total costs are computed.

C. Visibility restriction modeling

We defined a meta-model for visibility restriction that
defines board posts corresponding to initialize (InitShare),
request access (RequestShare), share (Share), and enforce
access (EnforceShare) to physical object information. Each
visibility restriction approach - EAC, CCT, and CTA - defines
its own effects for these placeholder posts.



EAC is initialized with the creation of remote and local
ACLs for each object. A request for new access is mediated
by the DS and decided by the ACL owner. The sharing is
done by adding a new company to the ACL. The enforcement
is done by checking if the querying party is in the ACL.

CCT is initialized with the creation of token for each object.
A request for new access is mediated by DS and decided by
a token holder. The sharing is achieved by sending the token.
The enforcement checks if the token is valid.

CTA does not require initialization. A request for new
access is mediated by DS and decided by the data owner. The
sharing is accomplished by publishing new assertions. The
enforcement checks it the existing assertions logically grant
access to the querying party.

The main differences between the approaches are that in
CCT the request for new access can bypass DS (the token can
be shared directly) and CTA does not require initialization.

V. EVALUATION

A. Baseline

The baseline represents the base system cost without infor-
mation sharing costs. We have considered the following three
chains to gain a broader perspective on the relative values of
the results:

• Short chain - 3 companies;
• Medium chain - 6 companies;
• Long chain - 12 companies.

Each chain is linear i.e. there are no path branches/forks.
1) Storage: Figure 5 shows the storage costs for each chain.

The only operation with storage costs is the capture, storing
EPCIS events and DS records. The cost of audit logs is not
being considered. We can see that the storage cost grows
linearly with the chain length, as expected.

Fig. 5. Storage cost baseline.

A typical value of 10ms was assumed for data seek. This
value is bounded by typical average access times to secondary
memory devices, like hard disks.

2) Processing: Figure 6 shows the processing time for each
operation: data capture, track query, and trace query. The
data capture cost is much lower because data writing is done
asynchronously i.e. the operation does not have to wait for

write completion. The queries, on the other hand, have to wait
for the data seek completion. Notice also that the track query
cost is independent of chain length because only the EPCIS
with the most recent record is contacted after the DS query.

Fig. 6. Processing cost baseline.

3) Networking: Figure 7 shows the networking time cost.
A typical value of 100ms latency for round-trip was

assumed, after averaging the ‘ping’ response times from
servers of major universities across the world.

Fig. 7. Networking cost baseline.

The networking time cost increases linearly with the object
path’s length for both capture and trace queries, but it is the
same for the track query because only two remote calls are
needed in all cases (one DS query and one EPCIS query). The
time cost of networking is dominated by the latency, because
messages are small in size.

4) Overheads: The baseline considers that data structures
are binary using basic integer and string types. However, there
are several advantages in using SOAP-based Web Services
[21] as mandated by the EPC standards. The data is encoded
in eXtensible Markup Language (XML) and this allows greater
interoperability. We modeled the XML overhead using values
measured by Juric et al. [22] that states that a SOAP message
is, on average, 4.3 times larger than a binary message, and
that response time is, on average, 9 times longer.

The security infrastructure adds the overhead of a security
channels using Secure Sockets Layer (SSL). According to



Juric et al. [22], SSL makes messages 1.08 times larger, and
response time 1.40 times longer.

We do not present plots of the processing and networking
cost with XML and SSL because the overheads are barely
visible next to the latency values.

B. Sharing

For comparing EAC, CCT, and CTA the results for the short,
medium and long chains were averaged. We consider only
‘trace’ queries in the comparison. We also consider that the
query is always issued by a company in the object path to
enable potential benefits of the ‘upfront’ sharing policy. We
decided, by convention, to always pick the first company in
the object’s path as the querying party.

Fig. 8. Visibility approach comparison for ‘upfront sharing’.

Fig. 9. Visibility approach comparison for ‘on demand sharing’.

1) Upfront sharing: Figure 8 presents the comparison re-
sults for ‘upfront’ (abbreviated ‘upf’) EAC, CCT, and CTA.
The total cost is a result of the sum of the cost of data capture
with the cost of one or more trace queries (x-axis). CTA and
CCT have the best performance up to 3 queries per object,
then EAC is better, but the difference is not significant.

2) On demand sharing: Figure 9 presents the comparison
results for ‘on demand’ (‘ond’) EAC, CCT, and CTA. Once
again, the differences are not significant. CTA and CCT have
the best performance up to 3 queries per object, then EAC
is better. More surprisingly, the results are nearly identical to
‘upfront’ sharing.

3) On demand versus upfront: For Figure 10 we picked
one of the best ‘upf’ and one of the best ‘ond’ - CCT in
both cases. Again the differences are very small because both
policies end up having the same number of remote operations,
and the latency dominates the cost.

Fig. 10. Visibility approach comparison between CCT ‘upfront’ and CCT
‘on demand’.

To compare ‘on demand’ with ‘upfront’ we look for the
break-even point where the number of queries makes one of
the approaches preferable. Theoretically, close to zero in the x-
axis is the area of interest for ‘on demand’ cases. For ‘upfront’
cases, the area of interest is one on the x-axis or a higher value,
depending on how many trace history checks are expected to
be performed by intermediate parties within the supply chain.
However, given that the estimates are identical for ‘on demand’
and ‘upfront’, the conclusion is that ‘on demand’ is always
preferable, even when future queries are certain.

VI. CONCLUSIONS

We presented approaches to express and enforce visibility
restrictions required by trading partners to be willing to
participate in traceability systems. We developed a cost model
that produced estimates for different approaches, highlighting
the differences between processing at the capture stage and at
the query stage.

The time cost of processing and networking is dominated
by the latencies. This means that the time cost total can
be roughly approximated by summing just the costs of the
network transfer delays and the database seek operations.

Using our model, we concluded that there is no significant
difference in using ‘upfront’ versus ‘on demand’ information
sharing policies because it is hard to guess the future query
needs. This is aligned with the notion of emergent path
discussed in the beginning of the paper.



The comparison of visibility restriction approaches is
summarized in Table I.

DS role Sharing Perf. Express.
EAC ACL Add/remove from ACL OK Limited

master copy via DS
CCT Token issuer Send token to partner OK Limited

directly or via DS
CTA Assertion Assert/negate statement OK Extensible

repository via DS

TABLE I
SUMMARY COMPARISON OF VISIBILITY RESTRICTION APPROACHES.

DS plays a central role in all approaches but in CCT the
sharing of authorization token can be done directly, without
DS intervention. The estimated performance (Perf.) for all
approaches is very similar and does not have a significant
impact on overall cost. The expressive potential (Express.) of
the approaches is different: EAC and CCT have pre-defined
semantics and are, in this sense, limited; CTA uses logic and
the semantics can be extended with additional statements.

A. Future Work

The expressiveness of visibility restriction approaches will
be further researched. The canonical access matrix is sparse
and considerable efficiencies can be obtained by representing
it in more compact ways using object groupings (batches)
or company sets (groups). We will explore combinations and
variations of the presented approaches.

In our model, the time cost of the operations is dominated
by the latencies in the network and in the data store accesses.
We have plans to implement a visibility restriction prototype
to calibrate the cost estimates by comparing them to actual
measurements. In particular we want to verify that the visi-
bility restriction costs were not underestimated. We will use
our cost computing model to assess real-world case studies.
We hope that having an actual business context can further
validate our assumptions regarding traceability query types and
frequencies.

Further ahead, we will extend our assessment framework to
measure the performance impact of adding domain-specific
rules to the traceability operations. The rules will try to
leverage recurring data access patterns due to physical world
(time-space) and business (document and process) realities.
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