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Abstract

Feet input can support mid-air hand gestures for touchless medical image manipulation blueto prevent
unintended activations, especially in sterile contexts. However, foot interaction has yet to be investigated
in dental settings. In this paper, we conducted a mixed methods research study with medical dentistry
professionals. To this end, we developed a touchless medical image system in either sitting or standing
configurations. Clinicians could use both hands as 3D cursors and a minimalist single-foot gesture vocabulary
to activate manipulations. First, we performed a qualitative evaluation with 18 medical dentists to assess the
utility and usability of our system. Second, we used quantitative methods to compare pedal foot-supported
hand interaction and hands-only conditions next to 22 medical dentists. We expand on previous work
by characterizing a range of potential limitations of foot-supported touchless 3D interaction in the dental
domain. Our findings suggest that clinicians are open to use their foot for simple, fast and easy access to
image data during surgical procedures, such as dental implant placement. Furthermore, 3D hand cursors,
supported by foot gestures for activation events, were considered useful and easy to employ for medical image
manipulation. Even though most clinicians preferred hands-only manipulation for pragmatic purposes,
feet-supported interaction was found to provide more precise control and, most importantly, to decrease
the number of unintended activations during manipulation. Finally, we provide design considerations for
future work exploring foot-supported touchless interfaces for sterile settings in Dental Medicine, regarding:
interaction design, foot input devices, the learning process and camera occlusions.
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1. Introduction

Given the expanding usage of touchless technol-
ogy in sterile settings such as the operating room
(OR), it has become critical to ponder how gesture-
controlled medical image interaction can be de-5

signed to support clinicians. In Dental Medicine,
medical dentists rely on image data to confirm their
diagnosis and perform surgical procedures, such as
dental implant placements or tooth extractions [1],
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which often resort on foot switches for assisted con-10

trol of surgical equipment. Most commonly, medi-
cal dentists adopt a sitting working posture, but de-
pending on the demands of the procedure, they can
be required to perform it while standing [2]. Dental
surgery procedures occur in a sterile setting, where15

patients sit or lie on a dental chair, surrounded by
the components of the dental unit, namely display
monitors with 2D and 3D medical images [1, 3].
While 2D images can be visualized in three different
planes (axial, coronal an sagittal) to evaluate bone20

volume and quality, 3D models offer the clinician an
overall perspective of the anatomical structures [4].
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To have direct control over 2D and 3D images, the
medical dentist may need to move away from the
patient, interacting physical input devices covered25

with a surgical cloth, or changing gloves to main-
tain asepsis, ultimately delaying the procedure [3].
Although previous work has proposed touchless im-
age manipulation techniques [5, 1, 3, 6, 7, 8], little
attention has been given to using such interfaces in30

the dental domain, much less to 3D touchless inter-
faces leveraged by minimalist feet input in dental
settings. Indeed, the lack of guidelines to assist the
design of such interfaces is a problem that still needs
to be addressed in order to promote more effective35

practices and reduce dental treatment duration [7].
The problem with touchless manual input is that it
can be imprecise and error-prone due to unintended
activations especially at the end of a manipulation.

In this paper, we investigate using single-foot in-40

put to support 3D hand cursors for touchless med-
ical image interaction in dental settings. We aim
to answer key research questions such as: what are
the benefits and drawbacks of foot-supported 3D
touchless image manipulation? How can these tech-45

nologies be included in the daily clinical practices
of medical dentists? Can foot device positioning
positively affect medical image access? Besides 2D
data, is consulting with 3D data also relevant for
the medical dentist? To address these questions, we50

first built a foot-supported 3D gesture-controlled
image manipulation system. The prototype ex-
ploits minimalist single-foot interaction in both
standing and sitting positions, which correspond to
the body postures adopted by medical dentists in55

sterile clinical settings. We then conducted a qual-
itative user-study with semi-structured interviews,
using the prototype as a design probe to assess the
professionals’ experiences and expectations. This
was followed by a quantitative study, in order to in-60

vestigate how foot-support affects the performance
of touchless 3D gesture interaction. Our main con-
tributions are (i) a prototype meant to explore a de-
sign space that extends beyond 2D manipulation by
enabling 3D interaction; (ii) a professional assess-65

ment with medical dentists; and (iii) design guide-
lines for future work on foot-supported touchless
interaction in dental settings.

2. Related Work

Over the last decades, touchless interfaces have70

been increasingly adopted in clinical settings [5, 7,
8], while at the same time they provide interesting

interaction techniques for several distant viewing
and content manipulation applications [9, 10, 11,
12]. These technologies open novel opportunities75

for surgical applications, where prompt access to
anatomical imagery is key for a successful procedure
in an environment where sterility is mandatory [13,
7, 14].

Within sterile clinical settings, gesture-driven80

approaches have been widely explored to produce
image manipulation and navigation interfaces. The
use of depth cameras, such as Microsoft’s Kinect,
has been applied to 2D [15] and 3D medical image
interaction [3, 6, 16], improving task completion85

time and spatial awareness. Other approaches
have resorted to wearable RGB-D sensors to
enable touchless interaction [17, 18], as well as
Leap Motion’s infrared stereo camera [1]. This
included emulating the use of mouse and keyboard90

[17], or enabling 3D manipulation for preoperative
planning and surgical navigation [1, 18]. However,
none of these works provides tangible guidelines
resulting from the assessment of foot-supported
3D hand interaction by medical dentists, especially95

targeting minimalist feet vocabulary.

Depending on the complexity of 2D and 3D in-
teraction tasks, specific input modalities, such as
voice, gaze or foot control, can perform differently100

in sterile clinical settings [19]. Recently, gaze has
been combined with foot input [20] and even audi-
tory feedback [21]. Still, gaze and foot input were
found to easily interfere with each other [20], while
auditory feedback was highly impacted by the range105

of sound sources inside an OR [21]. Feet input,
however, was found to be suitable for low accuracy
and quick spatial tasks [22], along with soft tasks
in hands-busy situations [23]. While simple foot
tapping on foot pedals enables fast on-screen con-110

tent selection [24], the use of more subtle gestures,
namely single-foot heel rotations [25] and sequential
foot tapping [26, 27], allows the user to stand in a
stable posture. Hence, this suggests that feet would
be more appropriate as a complementary gestural115

input method, namely to provide control over acti-
vation events [28]. In fact, many researchers have
explored feet as a medium to support hand gestures
for selecting modes and controlling a camera in a
3D modelling application [29], enabling the assem-120

bly of virtual 3D objects [28], selecting menu op-
tions [30], and three-dimensional navigation, selec-
tion, manipulation and system control tasks using
a depth sensing camera [31].
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Closer to our work, was the use of foot-supported125

hand interaction to manipulate 2D medical images
in surgical settings [32]. Although we share similar
interaction contexts and investigate single-foot ges-
tures for activation events, namely screen selection,
the previous work depends on hand wearables and130

dedicated hardware for foot gesture recognition.
Also, exploring the foot to select and switch screens
required a more choreographic interaction, whereas
we privilege minimalist foot vocabulary only to con-
firm hand selection and enable interaction. Further-135

more, their main content are 2D images, while we
include both 2D and 3D image data. Thus far, the
potential impact of non-wearable, foot-supported
3D touchless interaction for sterile image manipula-
tion has yet to be investigated in dentistry settings.140

To the best of our knowledge, only [1, 3] focused
the dental domain, producing insights into this par-
ticular setting which argue in favor of touchless in-
terfaces. The pilot study by [1] reported the use of a
gesture-based 2D and 3D image interaction system145

during dental surgery procedures. The prototype
was integrated with the dental unit chair and rec-
ognized touch-like gestures on a virtual vertical sur-
face, allowing the medical dentist to remain next to
the patient while interacting with image data. On150

the other hand, [3] considered two-hand gestures
performed while the user was standing. In order
to manipulate 3D models, the system included 7
unique gestures, which lead to increased difficul-
ties to learn the gesture vocabulary. Yet, none of155

these works accounted for unintended actions, nor
did produce guidelines for 3D hand interaction.

Although we considered hand gestures for 2D and
3D image browsing and manipulation, along with
feet gestures for activation events, there still con-160

tinues to exist a literature gap as the vast major-
ity of studies investigate 2D cursor based interfaces
and rely on more choreographic feet gesture vocab-
ulary [27, 32, 20]. We build upon previous work [6],
in order to address the limitations imposed by un-165

intended activations, affecting the interaction’s pre-
cision. Our rationale for hand and foot interaction
sought simple gestures, easy to track and to remem-
ber [9, 5, 8]. Following the works of [33, 22] and
considering the design guidelines of [25, 34] that170

explored the interaction potential of single-foot in-
put, our prototype draws on the strengths of ap-
propriate typologies of foot gestures [33] to support
mid-air hand gestures while manipulating virtual
objects, without depending on expensive dedicated175

hardware. Our study adds to the state of the art

by addressing the potential of using hands as true
3D cursors supported by minimalist foot gesture in-
put for both standing and sitting positions. Thus,
we investigate the potential effects of using foot-180

supported touchless 3D manipulation techniques on
dentistry settings in order to produce design guide-
lines fitting to this scenario.

3. Touchless interaction with 3D hand cur-
sors and single-foot support185

To understand the potential of touchless interac-
tion based on 3D hand cursors supported by min-
imalist single-foot input, we built TOOTHFAIRY
(Touchless interaction with single-fOOT support of
3D Hand cursors For Asepsis In dentistRY). This190

prototype was designed to browse and manipu-
late 2D and 3D medical images in mid-air through
3D hand gestures, introducing more precise control
over activation events using a small set of simple
gestures. Gesture recognition is carried out using a195

depth camera to capture the position of the hands
and detect hand gestures, at the same time foot
input is either provided via an optical marker de-
tected by the camera’s infrared sensor or through a
foot pedal, while standing and sitting, respectively200

(Figure 1).

3.1. Graphical User Interface

The graphical user interface consists of a 2x2 lay-
out of four distinct viewports (Figure 2), each cor-
responding to a different projection of the object205

to manipulate: three orthographic projections (ax-
ial, sagittal and coronal), along with a perspective
projection (3D image). The user may also choose
to maximize one of the viewports, as the interface
becomes a 1x1 layout displaying the selected pro-210

jection. The 3D view in particular, relies on a 3D
grid to enhance depth perception, as well as to cre-
ate a sense of relative dimension. Each viewport is
limited by a colored window frame, which becomes
brighter to indicate that viewport was selected. In215

addition, the hands’ positions are mapped to the
display and represented by two white hand knobs.

3.2. 2D and 3D Image Manipulation

In order to enable image manipulation, users
must place the cursor representing the dominant220

hand on the viewport they wish to interact with,
and confirm this selection using specific gestures.
The set of features made available to control the
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Figure 1: The setup of the TOOTHFAIRY prototype in-
cludes (1) a depth camera to capture gesture interaction and
(2) a display monitor for the graphical user interface. Re-
garding feet input, the prototype considers (A) a standing
condition, which requires the use of (3) an optical marker,
and (B) a sitting condition, which uses a foot pedal instead.

interface depends on whether the viewport users
selected corresponds to a 2D or 3D view. In 2D225

views, users have access to unconstrained transla-
tion, scale, and 2D slice navigation, whereas the
3D view also enables rotation and offers the abil-
ity to perform constrained transformations (i.e.,
transformations along an axis). To perform a con-230

strained transformation, users are required to use
both hands to define the axis around which the
transformation will occur first (Figure 3), and then
perform the gesture corresponding to the transfor-
mation they wish to apply.235

3.3. Volume data

A single dental Cone Beam Computed Tomogra-
phy (CBCT) anonymized dataset provided by our
clinical partners was used. Image dimensions cor-
respond to 512x512 pixels in a volume of 512 slices.240

Figure 2: The TOOTHFAIRY interface is composed of two
white hand knobs and four viewports: Axial (top-left), Sagit-
tal (top-right) and Coronal (bottom-left) Views; 3D Volume
(bottom-right). The colored window frame indicates which
viewport is selected (in this case, the sagittal viewport).

3D images were generated by a built-in volume ren-
dering engine [35], which reconstructs 3D data from
the stacks of 2D CBCT slices and renders it using
a raymarching shader.

4. Methodology245

To evaluate the potential impact of using touch-
less 3D hand cursors supported by single-foot in-
put, we followed an iterative methodology. First
we performed a qualitative assessment and inves-
tigated two different feet input conditions using250

the TOOTHFAIRY prototype. Then, based on
our findings (see subsection 5.1), we developed
TOOTHFAIRY 2.0 and performed a quantita-
tive assessment of hands-only versus feet-supported
hand interaction.255

4.1. Qualitative Assessment

We conducted an interview study with 18 medical
dentists using TOOTHFAIRY as a design probe.
The prototype was set up in a meeting room used
for discussing clinical cases, where there were no260

dental chairs nor surgical equipment.
Based on our research questions, we considered

that: (i) Consulting with 3D data is relevant for
the medical dentists; (ii) Touchless 3D (and 2D)
image manipulation with hand gestures benefits265

from single-foot input; (iii) 3D cursors are useful
for manipulating 3D medical data; (iv) TOOTH-
FAIRY is beneficial for the dental domain.
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Figure 3: Constrained Transformations: (A) 3D image ma-
nipulation around the x-axis. Hand-gestures for axis selec-
tion around (B) the x-axis; (C) the y-axis; (D) the z-axis.

4.1.1. Implementation270

While we considered two feet input condi-
tions, hand interaction remained unaltered for both
standing and sitting positions. Three possible
hand-gesture states are available: opened, closed
and lasso. If one of the hands is closed, the user275

can either translate the selected object, or navigate
the 2D slices, depending on the movement’s direc-
tion towards the screen: parallel or perpendicular,
respectively. In case both hands are closed, once
they move away or towards each other, the image’s280

scale increases or decreases, accordingly. The lasso
hand state is used for rotating the 3D image, as
the neutral state is represented by open hands with
their palms facing the screen. Hand-gesture manip-
ulation is illustrated in Figure 4(a).285

Our feet gesture vocabulary is designed around a
minimalist set of gestures performed with the dom-
inant foot, while the non-dominant foot lies flat on
the floor, remaining static to ensure proper weight
balance. We designed two different feet input con-290

ditions given two scenarios frequently found inside
dental settings: (i) the medical dentist performs the
procedure standing; or (ii) sitting closely to a pa-
tient on a dental chair. While standing, using an
optical marker on the foot, allowing users to be mo-295

bile, we consider their dominant foot tapping and
swivel rotation to perform window selection (angle
of rotation between 0o - 45o) and window resizing
(45o - 90o). While sitting, this corresponds to a
click on the foot pedal to perform window selection,300

and double-click for resizing. To stop interaction,
the medical dentist must perform the same gesture
used for window selection. Feet gestures are illus-
trated in Figure 4(b).

Figure 4: Interaction Space: (a) User actions mapped ac-
cording to hand gesture and movement’s direction relative
to the screen of the proposed touchless interaction system;
(b) Feet gestures considered while the user is standing (tap
and swivel) and sitting (tap on the foot pedal)

Regarding our mapping ratios, we consider: i)305

relative mapping for hand translation and hand ro-
tation, 3D hand position is projected to screen co-
ordinates and distance covered between frames is
mapped to move or rotate object; ii) absolute map-
ping for feet rotation and relative mapping for foot310

translation (1o corresponds to 1 cm); iii) the rela-
tive position of the marker was used to detect tap-
ping, as swivel rotation was calculated using the for-
ward vector perpendicular to the user’s chest and
the foot vector; iv) mapping functions are linear,315

otherwise users would lose task precision, forcing
them to learn and adjust their gestures to a non-
linear mapping. The design rationale behind the
hand gestures is that they need to be simple, easy
to track and remember.320

4.1.2. Participants

Eighteen medical professionals (1 maxillofacial
surgeon and 17 medical dentists), took part in our
study (6 female and 12 male). Their specialized ex-
perience ranged from 1 to 15 years and they always325

5



(61%) or regularly (39%) use radiographic images
to perform surgical planning, although 3D appli-
cations are mostly only occasionally (67%) used.
Six participants reported previous experience with
spatial gesture interaction devices, such as Nin-330

tendo’s Wii Remote, Playstation Move, and Mi-
crosoft Kinect.

4.1.3. Apparatus

Our setup used the skeleton provided by the Sys-
tem Development Kit (SDK) of Microsoft Kinect335

V2 depth camera to detect the hands’ positions.
Given the standing and sitting scenarios, we con-
sidered two different feet input conditions: (i) us-
ing an optical marker placed on the dominant foot,
to allow the depth camera to detect both height340

variation, with respect to the ground level position
(i.e. foot tapping), and relative angular heel ro-
tation (i.e. foot swivel); (ii) using a stapler con-
nected to a Makey Makey V1.2, considered as the
pedal that served as a switch to enable single-foot345

input (Figure 5). The depth camera and the Makey
Makey were both connected to the same laptop
computer where TOOTHFAIRY was running (Asus
ROG G752VS, Intel R© CoreTM i7-6820HK Proces-
sor, 64GB RAM, NVIDIA GeForce GTX1070). All350

the code was developed in C# using Unity game
engine (version 2017.3.0f3).

4.1.4. Procedure

Participants were prompted to browse through
the images and observe the case, exploring all inter-355

action features while describing what they were see-
ing and experiencing, considering the potential use
of the system in a sterile clinical setting. This was
done both in standing and sitting positions. Condi-
tions were counterbalanced, as half the participants360

started in the standing condition and the other half
sitting. Each session lasted approximately 30 min-
utes. Before starting, users were asked to fill a
demographic questionnaire and were introduced to
the experiment regarding the features and the sce-365

narios we wanted to explore.
At the beginning, participants were asked to se-

lect a viewport, which they could either choose to
use as a default sized window or maximized. From
there, they were asked to proceed as if they were in370

an image-dependent intraoperative setting, where
image browsing and manipulation tasks are essen-
tial for medical dentists. Once all interaction fea-
tures were tested and participants were finished giv-
ing feedback about the first condition they were375

Figure 5: TOOTHFAIRY setup using Makey Makey: (A) the
Makey Makey board is connected via a USB cable (red) to
the laptop PC; the white cable is connected to the board’s
keyboard input, while the grey cable is connected to the
board’s ground; (B) each cable is attached to a metallic part
of the stapler, one to the upper (grey) and one the lower part
(white), to allow the stapler to work as a switch.

testing, they were asked to fill in a questionnaire.
The goal was to rate each feature in terms of useful-
ness (Is this useful?), execution (Is this performed
in an appropriate manner?), memorability (Is it
easy to remember how it is performed?) and us-380

ability (Is it easy to achieve the desired result?).
The same procedure was then repeated for the sec-
ond condition. Participants were encouraged to
think-aloud while using the prototype. Finally, we
conducted a semi-structured interview in order to385

obtain additional feedback, mainly concerning user
preferences and prototype’s potential and/or via-
bility.

4.1.5. Measures

Throughout the session, one researcher gath-390

ered observational notes regarding user’s experi-
ences and expectations. The analysis of the data
collected during the study was open coded in a
process which resulted in 21 codes. To obtain an
overall opinion of user’s preferences and satisfac-395

tion, we conducted a 6-point Likert-scale question-
naire, where 1 meant the user totally disagreed with
the statement, and 6 the user totally agreed with
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it. A Wilcoxon signed-rank test was conducted to
compare the standing and sitting conditions.400

4.2. Quantitative Assessment

Considering the results from the qualitative
study (see subsection 5.1), this experiment aimed
to compare the performance of TOOTHFAIRY 2.0,
using hand input supported by a foot pedal, and a405

hands-only interaction technique. The latter served
as a baseline condition, exploring the same set of
features and gestures described for our first proto-
type, while using the non-dominant hand to con-
trol window selection. To this end, we used the410

same apparatus described in the qualitative study
(see subsubsection 4.1.3), switching the stapler for
a standard foot pedal, also connected to the Makey
Makey board. The prototype was set up in a den-
tal treatment room (Figure 6), using the monitor415

display available in that space.

Figure 6: TOOTHFAIRY 2.0 setup in the dental treat-
ment room: 1) Monitor display; 2) Depth camera; 3) Makey
Makey board; 4) Foot pedal.

4.2.1. Implementation

In TOOTHFAIRY 2.0, we consider a single-foot
input condition, using a foot pedal in a sitting po-
sition. In this case, the dominant foot is further420

explored to support activation events, providing
more effective control input [22], in order to avoid
undesired position/angular displacements whenever
users perform hand releases.

This prototype includes the same set of features425

described for the first prototype, but with a signif-
icant difference: the dominant foot controls mode
switching between transformations. To this end,

we consider three feet gestures: long click (i.e. click
and hold for 2 s), click and double click. In order430

to resize a viewport, users must place their domi-
nant hand on the viewport and perform a long click.
Image manipulation is only available in maximized
viewports. To enable any transformation, at least
one hand must be on or above the line defined by435

the shoulder joints. In this case, if the user per-
forms a foot click and moves the hand parallel to
the screen, translation is activated. However, if the
hand is moved perpendicularly towards the screen,
slice navigation is activated instead. If both hands440

are on or above the shoulder line, the user can scale
the volume by performing one click and moving the
hands towards or away from each other. Also, to
rotate the 3D image, users must perform a double
click. Constrained manipulation was also available.445

To stop manipulation, users must always perform
the same foot gesture used to start (i.e. click to
stop translation/slice navigation/scale, double click
to stop rotation).

4.2.2. Participants450

Twenty two Medical Dentistry professionals (13
female, 9 male) participated in our quantitative
study. These included one medical dentist with 1
year of specialized experience in Orthodontics, and
21 Medical Dentistry finalist students. Most par-455

ticipants always (63.6%) or regularly (31.8%) use
radiographic images for surgical planning, while 3D
applications are mostly occasionally (50%) or never
(36.4%) used. Finally, five participants reported
previous experience with spatial gesture interaction460

devices.

4.2.3. Procedure

First, researchers introduced the project and out-
lined the goals of the session. Participants were
asked to fill out a demographic questionnaire and465

an informed consent prior to starting. Every par-
ticipant performed 6 tasks both in a hands-only
condition, which was considered the baseline con-
dition, and in the TOOTHFAIRY condition, while
sitting in front of a display. Conditions were coun-470

terbalanced, as half the participants started with
the hands only condition and the other half with the
TOOTHFAIRY condition. Tasks were performed in
a randomized order to mitigate learning effects. All
sessions followed the same structure and lasted ap-475

proximately 30 minutes. In each condition, partici-
pants were shown how to use the prototype and had
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a training period of a maximum of 8 minutes, dur-
ing which they could ask questions while exploring
the prototype. During this period, users were asked480

to perform two training tasks, one in a 2D view-
port and one in a 3D viewport. Then, users were
prompted to perform a set of 6 tasks, as each indi-
vidual task had to be completed within a maximum
of 2 minutes. If the time limit was reached, we con-485

sidered the attained position, orientation and scale
as final. Although some tasks required only trans-
lation or rotation transformations, none of these
were restricted on any task. Since the separation of
degrees-of-freedom has been shown to benefit preci-490

sion in spatial manipulations [36], users were asked
to use translation and rotation in their constrained
form (along and around the axis, respectively).

4.2.4. Tasks

Participants were asked to perform a set of 6495

tasks per condition, which represent potential im-
agery manipulations in Medical Dentistry clinical
practice. There were 3 tasks regarding 2D content
(tasks A to C), as well as 3 tasks concerning 3D
content (tasks D to F) with different levels of com-500

plexity, according to the number of transformations
required. In task A the goal was to select a desig-
nated slice in the axial viewport. In task B, the
objective was to place the current 2D image on the
2D square target, in the sagittal viewport, by trans-505

lating it along the X axis and scaling it. Task C re-
quired the user to select a given slice, in the coronal
viewport, and place it on the target by translating
it along the Y axis and scaling it. In tasks D to F,
the goal was to place the 3D model’s mandible on510

the 3D target mandible. Task D required the user
to rotate the 3D model around the Y axis. Task E
required the model to rotate around the X axis and
translated along the Y axis. Finally, task F needed
the model to rotate around the X axis, translated515

along the X axis and scaled. Each task was finished
by resizing (i.e. minimizing) the active viewport or
as the result attained by the end of the time limit.
At the end of both tasks, users were asked about
which condition they preferred to use.520

4.2.5. Measures

All data was recorded in a log file for further
analysis. For each participant and task, we com-
puted time to complete task (i.e. time elapsed
between the moment a viewport was maximized525

and the end of the last transformation), distance

to target position and rotation (i.e. difference be-
tween the position/rotation of the target and the
3D mandible manipulated by the user), and scale
factor error (the scale factor value consists in the530

ratio between the object’s initial scale and its cur-
rent scale. Thus, the scale factor error is the abso-
lute difference between the target scale factor and
the 3D mandible’s final scale factor). In addition,
we registered the number of unintended activations535

(i.e. accidental window resizing, unintended object
displacement/rotation during its release, incorrect
gesture detections). Since data did not follow a
normal distribution (Shapiro-Wilk test, p < .05),
we used the nonparametric Wilcoxon signed-rank540

test to compare TOOTHFAIRY 2.0 and baseline
conditions.

5. Results

In this section we present the results of our qual-
itatitive and quantitative assessments.545

5.1. Qualitative Assessment

For the complete set of results, please see Ta-
ble 1 in Appendix. Statistically significant results
are presented in Figure 7.

Figure 7: Questionnaire results regarding Memorability,
comparing the use of the optical marker and the foot pedal
for Unconstrained Translation, Constrained Translation, Un-
constrained Rotation and Constrained Rotation features.

In general, all image manipulation tools were con-550

sidered useful in both conditions. Users agreed that
all features had an adequate form of being executed,
also receiving similar classifications in terms of us-
ability. Results indicate there were no significant
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differences between constrained and unconstrained555

manipulation.
Regarding foot interaction, the lack of statisti-

cally significant differences between the two input
conditions in most criteria suggested there was not
a clear preference for either approach. However,560

users considered it was easier to remember how
to perform unconstrained translation (p = 0.034),
constrained translation (p = 0.034), unconstrained
rotation (p = 0.020), and constrained rotation
(p = 0.020), while sitting than while standing, since565

using the pedal only required one or two clicks, in-
stead of a combination of foot tapping and swivel.

Our findings from the design probe complement
and expand on the questionnaires’ information.
From our analysis, five themes emerged from the570

interview study: (i) Learning effort ; (ii) From
current technologies to 3D features; (iii) Famil-
iar devices are preferred, but new opportunities
emerge; (iv) Environmental barriers; and (v) Novel
surgical practices.575

Learning effort: ”This will involve a learning
curve, so that we are able to move more naturally
and evaluate everything necessary.”

The theme of the learning effort arose frequently.580

Most users expressed a concern with gesture
learnability, as memorizing gestures and a ”chore-
ography” was seen as a potential limitation to such
interfaces. Thus, this indicated a gesture-based
approach would need to be simple and natural,585

in order to be more easily and quickly adopted.
That was not the case for axis operations, as
many users felt it was difficult to use, given the
gestures required to define the manipulation axis.
Something that was also pointed out was the cost590

of transitioning from a mouse to a gesture-based
interaction, what would it involve and how smooth
could it be, so that it would not add to the learning
curve of the new interface. It was made clear that
this should imply no additional effort, specially in595

an already demanding scenario such as the OR.

From current technologies to 3D features: ”We
are able to do everything we need.”

This theme outlines how users see moving600

forward to a gesture-based approach and what
they think this would add to existing technologies.
While users were open to exploring new options,
they often referred to current tools. As a result,
it was often stated that the set of features that605

was introduced in the novel interface had to match

existing functionalities. However, according to
the particularities of each participant’s specialty,
it was apparent they were willing to leverage the
possibilities offered by using the hands as 3D610

cursors, namely to manipulate 3D objects, as they
suggested ”accessing the segmented model” or
”using the 3D view to get a better perspective of
the patient’s bite, to improve the analysis of dental
occlusions”. This is also suggested by the positive615

responses regarding our 3D interaction design.
Ideally, medical dentists believed this opportunity
should build upon conventional systems in order
to make it viable: ”At the clinic this would be
viable if we could have a large display, working620

with CBCT (Cone Beam Computed Tomography)
data, along with an easy access to the application”,
said a medical dentist regarding the system used
at his dental practice.

625

Familiar devices are preferred, but new oppor-
tunities emerge: ”The foot pedal comes in more
handy, it is what we are used to.”

The theme of familiarity was mentioned through-
out the sessions, explaining how and why most630

medical dentists preferred using a foot pedal,
rather than an optical marker. To begin with,
users seemed to understand the purpose of a foot-
supported interaction, as a means of relieving the
cognitive load of controlling a touchless interface:635

”A hands-only approach would be good, but maybe
it would become too confusing. It is better to have
the pedal, it makes the hand gestures simpler”.
The explicit preference for the pedal was often
observed: ”It is what we are used to”, mostly as640

if it was a requirement for viewport selection and
resizing to be considered easy or comfortable to
perform. Given the frequent use of foot devices in
dental clinical practices, it becomes easier to adapt
to adding a new functionality to the pedal, other645

than going for a new device, which may be seen as
a more abrupt transition. This was also suggested
by the memorability results of our questionnaire.
In spite of choosing more familiar options, users
also noticed that something like a foot marker650

could bring up new opportunities: ”Since the
pedal represents having a physical device, using
it becomes easier, but the nonexistence of pedals
might be the future”. The idea of moving more
freely around the room was found to be the main655

advantage of our standing condition, leading three
medical dentists to consider this a promising
approach that enabled them to adopt different
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working positions during a procedure.
660

Environmental barriers: ”A head surgery in-
volves at least 3 to 4 people, so there would be cam-
era occlusions.”

This theme outlines the obstacles imposed by
the current practices, social and physical environ-665

ments where sterile image manipulation would be
considered. ORs and other sterile clinical scenarios
involve accounting for a number of healthcare
professionals working in reduced physical envi-
ronments. Therefore, users highlighted that the670

prototype interface would need to adjust to a setup
that requires little physical space, in order to fit
several sterile scenarios which are already filled
with large-sized equipment, namely the dental
chair. Also, the maxillofacial surgeon raised aware-675

ness of the fact that in a social environment with
a minimum of 3 to 4 people moving, the system
design should consider how to avoid that at any
given moment someone could occlude the camera
and lead to unintended actions. For example,680

one participant suggested implementing a Virtual
Reality (VR) scenario, as a way of requiring less
physical space to see and manipulate image data:
”In an intraoperative setting, the assistant could
put the Head-Mounted Display (HMD) on the685

surgeon, he could see and manipulate the images
and then the assistant could take it off”. Another
concern was the need to cover or isolate the foot
devices, as they expressed their worries about what
would happen if any blood or lavage fluids were690

spilled over the device.

Novel surgical practices: ”This would be ex-
tremely useful for dental implant placement!”

In this theme we describe the potential applica-695

tions of foot-supported touchless medical image in-
teraction to novel surgical practices, according to
the vision of our participants. As expected, one of
the main advantages observed while using a touch-
less interface was its convenience. Direct manip-700

ulation of mouse-based input forces the user to
change gloves while touchless manipulation avoids
both this and possible contamination. In addition,
medical dentists considered it would be a valuable
tool during different intraoperative contexts, affirm-705

ing that ”Orbital surgery would love this!”. Many
complex surgeries benefit from accessing 2D and
3D images, which enable the surgeon to get a bet-
ter perception of the individual’s anatomical vari-
ability and to identify specific areas or structures710

more clearly. The more natural and faster the ac-
cess is, the better. In this line of view, users also
suggested adapting the prototype to an educational
setting, where the apprentice would be able to fol-
low a procedure more easily by being provided ad-715

ditional information to help him understand the
anatomy. The same applies to presenting or dis-
cussing clinical cases. Finally, medical dentists ex-
panded on the idea of intraoperative image manip-
ulation. In that case, they envisioned a simulation720

scenario, where the images would display a repre-
sentation of the surgical instruments, enabling an
image-guided procedure.

5.2. Quantitative Assessment

For the complete set of results, please see Table 2725

to Table 7 in Appendix. Statistically significant
results are presented in Figure 8, 9, 10, 11 and 12.

Figure 8: Task completion time for Baseline (hands-only)
and TOOTHFAIRY conditions in Task B

Figure 9: Task completion time for Baseline (hands-only)
and TOOTHFAIRY conditions in Task C

In Task A (2D slice navigation), the scale fac-
tor error was significantly lower in the TOOTH-
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FAIRY condition (Hands: Mean (M)=.24 , stan-730

dard deviation (s.d.)=.44; TOOTHFAIRY: M=.00,
s.d.=.00; Z = −2.366, p = 0.018). Considering
Task A did not require any scale transformation,
this suggests that in the baseline condition there
were unintended activations leading to this result.735

Also, in Task B (2D translate-scale) and Task C
(2D translate-scale-slice navigation) task comple-
tion time was significantly higher in the TOOTH-
FAIRY condition (Task B, Hands: M=30.20 s,
s.d.=17.23 s; TOOTHFAIRY: M=41.83 s, s.d.=740

20.57 s; Z = −2.576, p = 0.010; Task C, Hands:
M=60.31 s, s.d.=28.98 s; TOOTHFAIRY: M=93.42
s, s.d.= 30.66 s; Z = −2.678, p = 0.007), which
was indicative that the more controlled manipula-
tion technique TOOTHFAIRY aims at, could also745

imply a slower process.

Figure 10: Distance-Y to the target for Baseline (hands-only)
and TOOTHFAIRY conditions in Task C

In addition, Task C reported a significantly lower
distance to the target in the Y axis (Hands: M=1.83
cm, s.d.=1.20 cm; TOOTHFAIRY: M=1.06 cm,
s.d.= .73 cm; Z = −2.415, p = 0.016).750

Finally, in Task D (3D rotate) and Task F
(3D rotate-translate-scale), the rotation error in
the Z axis was significantly lower in the TOOTH-
FAIRY condition (Task D, Hands: M=3.97o,
s.d.=4.96o; TOOTHFAIRY: M=1.25o, s.d.= 2.09o;755

Z = −1.988, p = 0.047; Task F, Hands: M=1.89o

s, s.d.=2.41o; TOOTHFAIRY: M=.66o, s.d.= .99o;
Z = −2.069, p = 0.039). In the remaining tasks and
measures, results indicate there were no statistically
significant differences between both conditions.760

Considering the ratio of unintended activations
between both conditions, TOOTHFAIRY produced
approximately 3.5 times less unintended activations
than the hands-only condition. Even though most
users acknowledged this when asked about their765

Figure 11: Rotation-Z Error for Baseline (hands-only) and
TOOTHFAIRY conditions in Task D

Figure 12: Rotation-Z Error for Baseline (hands-only) and
TOOTHFAIRY conditions in Task F

preference, 57.1% still preferred only using their
hands, mainly because ”It is quicker” than com-
bining hands and feet for this purpose. On the
other hand, users preferring foot-supported hand
interaction stated that ”I am already used to com-770

bining hands and feet. Using a hands-only ap-
proach requires me to think more and keep these new
gestures in mind”, also reinforcing how it avoided
a number of unintended actions that occurred in
the other condition, ”When I wanted to stop (ma-775

nipulating the image), sometimes I ruined every-
thing I had done(referring to the hands-only con-
dition). While using the pedal, I could keep my
hands still for a moment, pressing the pedal, and
after that I could move and everything was kept in780

place.” Nonetheless, users also mentioned that us-
ing TOOTHFAIRY’s pedal could be easier if it was
not as different from the pedals they are mostly
used to, which should be kept on hold to remain
active, instead of a start and stop-like button.785
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6. Discussion

We use our findings to discuss design guidelines
for single foot-supported touchless image manipula-
tion for the dental field based on clinicians’ point of
view. Our intention is to complement other sets of790

guidelines suggested by previous work in the liter-
ature by providing new insights in this application
domain. The main issue that foot input aims to
tackle in this study is that of unintended activations
at the end of a command/manipulation. Indeed, us-795

ing hands alone to specify both image manipulation
and start/stop of actions leads to imprecise control
and difficulties in specifying the end of an interac-
tion. Often, this translates to muitple painstaking
interactions to achieve the desired state.800

6.1. Implications for interaction design and inter-
faces

In sterile clinical scenarios, such as the spaces
where dental surgery procedures occur, touchless
interfaces were found to avoid possible contamina-805

tion, allied to reduced delays and miscommunica-
tions that arise when medical professionals need
to see and manipulate images [5]. Besides being
more convenient, clinicians saw touchless interac-
tion as an opportunity to further extend the func-810

tionalities of current systems to touchless 3D inter-
action. This would not only enhance the aid pro-
vided by such images during complex surgeries, but
also create an active teaching scenario. In TOOTH-
FAIRY, foot-support was regarded as a way to avoid815

unintended actions, at the cost of a more prag-
matic and quicker alternative, such as a hands-
only interaction technique. Even though users
had less unintended activations with TOOTH-
FAIRY v2, results suggest that they also recovered820

quicker from errors while using a hands-only ap-
proach, than using the more discrete process pro-
posed in TOOTHFAIRY, in the sense that tran-
sitions between transformations are well marked,
contrary to what happens in the hands-only con-825

dition, where transitions are smoother. When de-
signing for sterile clinical scenarios, we recommend:
(i) Image manipulation should feature translation,
rotation (3D images only), scale and slice navi-
gation, such as [32, 15, 6]; (ii) Feet interaction830

should explore simple gestures to enable/disable
manipulation, while the active window remains se-
lected; (iii) Interaction design needs to consider
metaphors that are domain-specific, allied to a bal-
anced trade-off between smooth transitions and ef-835

fective mode switching that avoids unintended ac-
tions; (iv) Interfaces would benefit from accessing
the Picture Archiving and Communication System
(PACS) used at the medical facility, in order to fa-
cilitate the access to medical imagery. Close to that840

is [17] that by transforming pointing gestures into
general events, enables the surgeon to control nu-
merous medical systems, including the PACS.

6.2. Implications for the choice of foot device

While some procedures may require the clinician845

to adjust his working position multiple times, oth-
ers may require him to sit and find a stable pos-
ture. Thus, the choice of the foot device or wear-
able has to be positioned with regard to the task at
hand, considering aspects such as freedom of move-850

ment or how they would enable appropriate and
comfortable feet-gestures. Even though TOOTH-
FAIRY v2’s design was meant for the most com-
mon scenario in dentistry settings and followed a
simplistic design which is familiar to dentistry pro-855

fessionals, it did not account for the size or ma-
terials of the foot pedal, which created the need
for some users to adjust the pedal during task per-
formance or to look at the pedal itself, to make
sure they were pressing it correctly. Considering860

all of the above, we recommend: (i) In procedures
that are performed in a sitting position and which
consider using foot input, foot pedals should be re-
garded the input device of choice; (ii) In procedures
that are performed standing and may require pos-865

tural or positional adjustments, foot wearables are
preferred. These should be comfortable and should
not limit the natural movement of the body in any-
way. While optical markers may require an intru-
sive setup and be subject to occlusions, inertial sen-870

sors can be considered as appropriate alternatives
to detect simple tap gestures. Wireless Bluetooth
communication between sensor and computer re-
quire a simpler yet reliable setup. To the best of our
knowledge, such option has yet to be explored and875

requires further validation; (iii) Foot devices must
be sterilizable and liquid resistant to surpass any
difficulties concerning blood or lavage fluids. Since
most foot-supported touchless medical image ma-
nipulation prototypes were not tested on real clini-880

cal contexts, so far this aspect has been overlooked;
(iv) Foot devices should not require the user to look
at them during the interaction process, considering
appropriate sizes, materials and numbers of but-
tons.885
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6.3. Implications for the learning process

For medical dentists, innovation is often directly
associated with a learning curve. Thus, the amount
of effort involved in the learning process would need
to be minimal for a novel technology to be adopted.890

Since foot pedals are already used to aid a number
of tasks in clinical scenarios, extending foot input
support seemed to be a natural way of creating new
touchless interaction strategies that minimize the
need to memorize several hand-gestures. This has895

been confirmed by our participants who preferred
using TOOTHFAIRY over the hands-only condi-
tion. In spite of following a metaphor that is fa-
miliar to the domain (combining hands and feet),
interaction design did not consider the existence of900

several types of foot pedal devices which are used
even inside the same dental practice. As a result,
our participants had to learn how to use a pedal in
a different way than what they were used to on a
daily basis, which required more effort than what905

was initially expected. Thus producing a negative
impact that was not foreseen, in the form of un-
intended activations, namely unwanted window re-
sizing, which were associated with the long click
gesture. We then recommend: (i) Interaction de-910

sign should privilege simple hand and feet gestures,
similarly to what is discussed by [9, 5, 8]; (ii) The
interface should provide a support or tutorial sys-
tem that shows the user how to proceed and helps
him to learn how to use the interface effectively.915

None of the works regarding foot-supported touch-
less interaction considered this possibility.

6.4. Implications for camera occlusions

Other concerns regard the ability of dealing with
camera occlusions that would typically occur in a920

surgical setting. Kinect has been found to work
best when faced frontally, registering a gradual de-
crease in performance with increasing view angles.
Given Kinect’s markerless skeleton tracking heav-
ily depends on depth information, it is frequently925

affected by self-occlusion by other body parts and
other objects in the scene [37]. As image manipula-
tion may play a central role in guiding the clinical
procedure, it is essential to guarantee the robust-
ness of the gesture detection system. We recom-930

mend:
(i) Minimize occlusions while using depth

cameras; system designers could either develop
a network of cameras, merging the information
captured, or place a single camera on the ceiling or935

at a high position. However, both of these options
have limitations. Firstly, using several cameras
would require a more complex and intrusive setup,
which would not be usable in reduced workspaces.
Also, placing the camera on higher levels would940

require accounting for a different acquisition angle,
which may be problematic for gesture detection.
Making sure users are at appropriate distances
is also a concern. (ii) Another option to avoid
occlusion is using wearables. Although the use of945

comfortable and non-limiting wearables may be
feasible for feet input, using it for hand-gesture de-
tection can be more challenging, especially because
dental clinicians need to be able to hold surgical
instruments. While [32] proposed combining hand950

wearables with floor sensors for touchless inter-
action with medical images, their evaluation was
not performed with medical dentists, which limits
the conclusions on its potential. Furthermore,
in a scenario where dental chairs pose a serious955

challenge to detecting feet gestures, foot pedals
would represent a more robust solution.

Finally, we should also consider aspects that are in-
herent to our target users. In Medical Dentistry,960

clinicians are well aware that the aesthetics of their
work plays a major role on a patient’s life [38, 39],
which requires medical dentists to strive for excel-
lence. Consequently, participants mentioned that
it is only natural for them to take all the time965

they get to try to achieve the best results in ev-
ery task they performed, affirming that ”Even in
videogames, I only move on to the next level when
I have the perfect (maximum) score”. Ultimately,
this suggested the time and effort taken to posi-970

tion each image would tend to be stretched to their
maximum, which may explain the lack of significant
differences in task completion times between both
approaches.

6.5. Limitations of the user study975

Our participant sample was limited to medical
dentists with little experience in using 3D data.
Our participants mostly dealt with 2D imagery,
such as orthopantomography or digital radiogra-
phy. Although we report results on a specific user980

population, they represent an important group
when designing easy to use techniques. While we
acknowledge that performance can be significantly
different for expert users, the derive implications
may still apply. Further research should replicate985
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the user studies reported in the paper with profi-
cient participants in 3D spatial manipulations.

It is also worth considering Kinect’s accuracy
and reliability. A study by Obdržálek et al. [37]990

reported typical errors of 5cm regarding pose
estimation accuracy, with a variability of approxi-
mately 10cm for general postures, which may limit
highly precise object manipulation and therefore
enhance distances to target.995

Finally, we address our research questions: (i)
What are the benefits and drawbacks of foot-
supported 3D touchless image manipulation? Foot-
support has the potential to reduce the number of
unintended activations and to achieve more accu-1000

rate transformations, at the cost of a higher task
completion time for new users; (ii) How can these
technologies be included in the daily clinical prac-
tices of medical dentists? Interaction must be easy
to learn and quick to respond, providing a seamless1005

user experience. This includes considering confined
cluttered spaces during interaction design; (iii) Can
foot device positioning positively affect medical im-
age access? Yes, in the sense that it affects user’s
mobility and the complexity of the gesture vocab-1010

ulary; (iv) Besides 2D data, is consulting with 3D
data also relevant for the medical dentist? Indeed,
since 3D data enables an enhanced visualization of
complex anatomical structures.

7. Conclusions and Future Work1015

Our work focused on touchless interaction tech-
niques for medical image manipulation, based on
3D hand cursors supported by single-foot input, in
the dental domain. We conducted a qualitative user
study with medical dentists using a foot-supported1020

gesture-based prototype as a design probe, which
allowed us to investigate sitting and standing sce-
narios. This was followed by a quantitative study,
to assess the impact of foot-supported interaction.
To this end, participants performed tasks with a1025

hands-only condition, used as a baseline, and the
TOOTHFAIRY condition. Results showed statis-
tically significant differences between both condi-
tions regarding time, in two of the 2D tasks, and
size (scale), in one of the 2D tasks, and most im-1030

portantly, positioning precision, in one of the 3D
tasks, and orientation, in two of the 3D tasks. Our
findings indicate that foot-support can be a viable
and better approach to both activation, and mode
switching. Our approach was received positively by1035

dental clinicians who are already familiar with us-
ing their feet while performing clinical procedures.
In addition, 3D cursors were well received by medi-
cal dentists. We finish with guidelines for designing
new foot-supported touchless medical image inter-1040

action that rely on 3D hand cursors. In the future,
it would be interesting to consider how TOOTH-
FAIRY could be adapted to other medical special-
ties, so that our analysis can extend to other clinical
scopes. Thus, future work will involve more diverse1045

clinical teams participating in our study. Also, it
would be relevant to investigate how training im-
proves user performance throughout time, and to
evaluate users’ engagement and frustration during
the learning process.1050
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Appendix1275

Table 1: Questionnaire results comparing standing and sit-
ting, using an optical marker (P1) and a foot pedal (P2),
respectively: UT (Unconstrained Translation), CT (Con-
strained Translation), UR (Unconstrained Rotation), CR
(Constrained Rotation), S (Scale), SN (Slice Navigation),
VS (Viewport Selection), VR (Viewport Resizing). Median
(Interquartile Range). *= statistically significant (p ≤ 0.05)

Usefulness Execution Memorability Usability
P1 P2 P1 P2 P1 P2 P1 P2

UT
6.00 6.00 6.00 5.00 5.00 5.50* 5.00 5.00

(1.00) (1.00) (2.00) (1.00) (0.75) (2.00) (2.00) (1.00)

CT
6.00 6.00 5.50 5.00 4.50 5.00* 5.00 5.00

(1.00) (1.25) (2.00) (1.00) (1.25) (2.00) (2.00) (1.00)

UR
6.00 6.00 5.50 5.00 5.00 5.50* 5.00 5.00

(1.25) (1.00) (1.25) (1.00) (1.00) (2.00) (2.00) (1.00)

CR
6.00 6.00 5.00 5.00 4.50 5.00* 5.00 5.00

(1.25) (1.00) (1.25) (1.00) (1.00) (2.00) (2.00) (1.00)

S
6.00 6.00 6.00 5.00 5.00 6.00 5.00 5.00

(1.00) (1.00) (1.00) (1.00) (2.00) (2.00) (2.00) (1.00)

SN
5.50 6.00 5.50 5.00 5.00 6.00 5.00 5.00

(1.25) (1.25) (1.25) (1.25) (2.00) (1.00) (1.25) (1.00)

VS
6.00 6.00 5.50 5.50 5.00 6.00 5.00 5.50

(1.25) (2.00) (2.00) (1.25) (2.00) (1.25) (2.00) (1.00)

VR
5.50 6.00 5.50 5.50 5.00 6.00 5.00 5.00

(1.25) (2.00) (2.00) (1.25) (2.00) (1.00) (1.00) (1.25)

Table 2: Task A results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
slice distance (n slices) .74 (.93) .45 (.69) -1.387 .165
distance (cm) .09 (.39) .00 (.00) -1.000 .317
distance X (cm) .08(.35) .00 (.00) -1.342 .180
distance Y (cm) .10 (.31) .00 (0.00) -1.342 .180
scale error (factor) .24 (.44) .00* (.00) -2.366 .018
time (s) 49.75 (29.50) 52.76 (29.10) -.504 .614

Table 3: Task B results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
slice distance (n slices) .00 (.00) .00 (.00) .000 1.000
distance (cm) 2.51 (1.49) 2.78 (1.48) -.276 .783
distance X (cm) .83 (.81) 1.08 (.84) -.784 .433
distance Y (cm) 1.84 (1.41) 2.21 (1.45) -.633 .527
scale error (factor) .39 (.32) .33 (.29) -.226 .821
time (s) 30.20 (17.23) 41.83* (20.57) -2.576 .010
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Table 4: Task C results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
slice distance (n slices) 1.31 (1.45) 3.31 (4.60) -.598 .550
distance (cm) 2.40 (1.01) 2.08 (1.41) -.971 .332
distance X (cm) 1.16 (.99) 1.45 (.99) -1.130 .259
distance Y (cm) 1.83 (1.20) 1.06* (.73) -2.415 .016
scale error (factor) .57 (.44) .38 (.31) -1.248 .212
time (s) 60.31 (28.98) 93.42* (30.66) -2.678 .007

Table 5: Task D results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
distance (cm) 4.41 (4.09) 3.20 (3.34) -1.546 .122
distance X (cm) 2.32 (2.10) 1.40 (1.46) -1.475 .140
distance Y (cm) 2.37 (3.90) 1.36 (2.04) -.664 .507
rotation error (o) 10.12 (9.14) 8.02 (9.23) -1.138 .255
rotation error X (o) 2.14 (3.46) 2.55 (3.30) -.259 .796
rotation error Y (o) 7.05 (8.86) 5.71 (7.79) -.776 .438
rotation error Z (o) 3.97 (4.96) 1.25* (2.09) -1.988 .047
scale error (factor) .17 (.29) .20 (.30) -.220 .826
time (s) 79.84 (37.60) 87.13 (31.79) -.365 .715

Table 6: Task E results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
distance (cm) 6.92 (5.87) 5.96 (4.09) -.207 .836
distance X (cm) 5.27 (5.42) 4.48 (4.39) -.747 .455
distance Y (cm) 2.90 (2.20) 2.45 (2.27) -.596 .551
rotation error (o) 12.65 (13.06) 10.14 (9.52) -.362 .717
rotation error X (o) 10.00 (12.72) 9.46 (10.26) -.226 .821
rotation error Y (o) 1.87 (2.50) 3.04 (3.67) -.031 .975
rotation error Z (o) .77 (1.09) 1.28 (1.54) -.260 .795
scale error (factor) .02 (.032) .03 (.04) -.847 .397
time (s) 78.90 (33.33) 93.79 (27.60) -1.380 .168

Table 7: Task F results comparing baseline and TOOTH-
FAIRY conditions. Mean (standard deviation).*= statisti-
cally significant (p ≤ 0.05)

Measurements Baseline TOOTHFAIRY Z p
distance (cm) 10.20 (7.05) 9.03 (7.45) -.821 .411
distance X (cm) 7.56 (5.34) 4.61 (2.61) -1.586 .113
distance Y (cm) 3.09 (3.17) 5.45 (6.81) -.781 .435
rotation error (o) 13.30 (9.59) 10.54 (10.38) -1.681 .093
rotation error X (o) 5.91 (4.01) 7.79 (9.55) -.517 .605
rotation error Y (o) 8.00 (8.36) 2.19 (2.62) -1.655 .098
rotation error Z (o) 1.89 (2.41) .66* (.99) -2.069 .039
scale error (factor) .21 (.19) .21 (.21) -.226 .821
time (s) 87.58 (39.04) 94.71 (31.22) -.617 .537
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