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ABSTRACT 
Interaction with large touch surfaces is still a relatively 
infant domain, particularly when looking at the accessibility 
solutions offered to blind users. Their smaller mobile 
counterparts are shipped with built-in accessibility features, 
enabling non-visual exploration of linearized screen 
content. However, it is unknown how well these solutions 
perform in large interactive surfaces that use more complex 
spatial content layouts. We report on a user study with 14 
blind participants performing common touchscreen 
interactions using one and two-hand exploration. We 
investigate the exploration strategies applied by blind users 
when interacting with a tabletop. We identified six basic 
strategies that were commonly adopted and should be 
considered in future designs. We finish with implications 
for the design of accessible large touch interfaces. 
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INTRODUCTION 
In recent years, touchscreens have become ubiquitous in 
society, mostly due to their success in smartphones. Despite 
being an inherently visual technology, touchscreen devices 
are growing in popularity among blind users. The built-in 
accessibility features, such as Apple’s VoiceOver or 
Android’s Talkback, allow users to explore and control the 
device by providing audio feedback for touch actions 
(Explore by Touch). While these accessibility features have 
been shown to work for small touchscreens, it is not yet 
understood how practical they are for larger touchscreen 
interfaces such as interactive tabletop surfaces. The 
compact form factor of the mobile devices allows blind 

users to acquire spatial references from the physical corners 
and edges of the device. However, with large interactive 
tabletops and public displays it is not always possible to 
obtain these tactile reference points. As a result, exploration 
tasks become challenging. Furthermore, smartphone 
interfaces generally present a structured and populated grid 
of elements that can be used as cues to find the intended 
target; these are often not available in larger touch surfaces. 

Previous work has proposed interface overlays that support 
non-visual target acquisition on tabletops. These include: 
linear lists of targets, combined touch-and-speech, and 
nearest neighbor with voice guidance to target [17]. While 
these solutions optimize the tasks of locating and counting 

targets, it is not clear whether participants were able to gain 
and leverage a spatial understanding of the interface.  

This paper presents a user study with 14 blind participants 
aimed at understanding how blind people interact with 
large touch surfaces using the Explore by Touch approach. 
Motivated by the two-hand exploration behavior of blind 
users with physical objects [14] and braille reading [3], 
alongside the emergence of such approaches in touchscreen 
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Figure 1. One blind participant using our interactive 
tabletop setup during a trial  
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interactions [13], we devised a two-hand alternative of 
Explore by Touch. To support simultaneous bimanual input 
from two hands, we developed an experimental screen 
reader using multiple sound sources to provide audio 
feedback. We combined the detailed touch interaction 
traces from the tabletop with annotated and coded 
observations of the recorded sessions, to identify and 
understand the strategies applied by blind participants with 
both one and two-hand interaction methods.  

The contributions of this paper are: firstly, a user study 
examining tabletop interaction strategies of blind users; 
secondly, we define touchscreen interaction metrics to 
both identify the presence of, and rationale, for exploration 
strategies; and thirdly, we propose a set of implications for 
the design of accessible large touchscreen interfaces.  

RELATED WORK 
The related work reviewed in this section is three-fold: first, 
we discuss research on novel input and navigation 
techniques seeking to improve touchscreen accessibility for 
blind and visually impaired users; second, we address 
attempts to take advantage of non-visual multimodal 
feedback to improve spatial understanding; third, we 
present applications that explore the use of large touch 
surfaces for visually impaired people (maps, shapes and 
objects). 

Touchscreen Accessibility 
Touchscreen devices such as smartphones and tablets have 
built-in accessibility features (e.g. Apple’s VoiceOver or 
Android’s Talback) that allow visually impaired users to 
consume the content mainly through auditory feedback. 
These solutions rely both on gestures and direct 
exploration, where users drag their finger around the screen 
while the element in focus is read aloud by the system. 
Research has tried to improve these interfaces by leveraging 
gesture-based interaction, including understanding the 
preference and performance of both new and reference 
gestures [16], presenting new text-entry methods [12, 21] 
and browsing the interface using multitouch actions [15]. 
Other solutions took advantage of multitouch to input text, 
either using Braille (e.g. [2, 19, 24]), supporting two-
handed exploration in QWERTY keyboards [13] or 
presenting new keyboard layouts [4].  

Multimodal Feedback 
While auditory feedback still dominates touchscreen 
interfaces for visually impaired users, other researchers 
have explored the use of haptics either alone or together 
with audio to provide a better spatial understanding. For 
instance, Giudice et al. [9] provide non-visual access to 
graphical information (graphs and shapes) on tablet devices 
by triggering tactile feedback through a single vibrating 
motor when an onscreen visual element is touched. Goncu 
et al [10] had a similar goal, but tried to take advantage of 
the multitouch capabilities of touchscreens, by allowing the 
simultaneous use of two fingers that could be used to define 
a line and hear the intersected shapes through sonified 3D 

audio. The tactile feedback was provided through vibrating 
motors attached to the fingers to allow the user to determine 
the elements positions and their geometric properties. 
Manshad and Manshad [18] presented a haptic glove that 
sends vibrations to each finger in order to direct the user to 
a graph on a grid, in the context of basic algebra. 

Nevertheless, these techniques are targeted at very specific 
domains and do not generalize to all touchscreen interfaces. 

Tabletops and Applications 
While most research focused on small touchscreens, the 
knowledge about the accessibility features and research on 
touchscreens reduces considerably in larger touchscreen 
interfaces such as interactive tabletop surfaces.  

In a first attempt to improve non-visual access to large 
touchscreens beyond Explore by touch, Kane et al. [17] 
proposed three novel input techniques to enhance the 
performance of tabletop interactions by blind users. Their 
proposed solutions decreased the error rates and times taken 
to complete tabletop interactions by removing the need for 
users to perform absolute spatial exploration. For example, 
Edge Projection linearized the targets from the fixed 2D 
positions on the surface into lists of targets that could be 
explored by sliding a finger along the horizontal or vertical 
edge of the screen. With this interface, it is possible for 
users to produce a mental model of targets from their 
sequence within the lists, as they would for menu 
navigation on a PC. This approach has strong advantages, 
as users do not need to accurately maintain a spatial 
location for each target; they can rely on the reading order 
of targets to relocate them. In the Neighborhood Browsing 
technique, the whitespace of the screen is divided between 
the sparse number of targets, and users can request voice 
guidance to the actual target location from these expanded 
regions. Voice guidance is also used within the Touch-and-
Speak [17] condition, where the user can ask the system to 
read aloud the list of targets, then request directions to its 
screen position. While both of these interfaces require the 
user to perform spatial exploration, they are assisted with 
this interaction and led directly to the desired location.  

A practical application that is most frequently associated 
with large touch surfaces for visually impaired people is 
interactive maps. Starting with NOMAD [22], several 
projects relied on tactile map overlays augmented with 
auditory feedback (detailed review in [7]). Brock et al. [6] 
later compared a classical raised-line map against an 
interactive map in a large touch surface with raised-line 
overlays and auditory output. While efficiency and user 
satisfaction improved significantly with the interactive map, 
effectiveness was dependent on the users’ individual traits.  

In the current study, we observe the natural interaction 
behaviors applied by blind users when presented with large 
touch surface exploration tasks. Through this study we 
uncover the underlying strategies adopted during both one 
and two-hand exploration. This evidence will support the 



development of technologies designed to ameliorate the 
barriers to non-visual interaction on large touch surfaces. 

USER STUDY 
This study focuses on identifying and understanding the 
strategies used by blind users to explore interactive large 
touch surfaces. We use a laboratory evaluation of tabletop 
exploration tasks, i.e. locating, relocating and counting 
targets, and describing the relative position between two 
targets.  We then coded the video and interaction traces to 
develop an understanding of the characteristics of users’ 
strategies and exploration patterns. 

Research Questions 
This user study aims to answer, on large touch surfaces, 
how do blind users: 

1. …acquire targets with no prior screen knowledge? 
2. …leverage prior screen knowledge when acquiring 

targets? 
3. …spatially relate multiple objects on screen? 
4. …gain an overview of all screen content? 

Participants 
Fourteen legally blind participants, three females, were 
recruited from a local social institution. Participants’ age 
ranged from 23 to 62 (M=44.5, SD=12.1). Three 
participants were left-handed and five participants were 
experienced with touch phones. None reported having 
severe motor or hearing impairments. Three participants 
were congenitally blind. One participant lost sight in the 
last year. All others were considered legally blind for at 
least five years. All were screen reader users. 

User Interfaces 
We collected user interactions with the tabletop surface 
using our experimental screen reader (based on the current 
solutions available for mobile touchscreen devices i.e. 
Talkback1 and VoiceOver2). The system was able to capture 
off-screen hand tracking [20], allowing us to identify which 
hand corresponds to the touch id, recorded by the tabletop. 
All users interacted with both one and two-hand conditions: 

One-Hand is the de facto interaction technique for non-
visual exploration of touchscreen devices as used by 
VoiceOver and Talkback, on mobile devices. Participants 
could interact by dragging their finger on the screen and the 
system would read aloud the name of the object as they 
entered it. The system would also perform a “click” sound 
when a participant’s finger exited an object. Targets could 
be selected by performing a double tap gesture anywhere on 
the surface; the last target interacted with was then selected. 

Two-Hand extends the basic functionality of the one-hand 
condition to provide support for simultaneous bimanual 
interactions. Independent speech feedback was provided for 
each hand. Based on the previous research investigating 

1 http://developer.android.com/design/patterns/accessibility.html 
2 https://developer.apple.com/accessibility/ios/ 

multiple sound sources [11] and non-visual exploration of 
interactive maps [5, 8], we restricted the number of 
simultaneous interactions to just one finger per hand. The 
optimal two-voice setup of the Text-to-Speeches spatial 
audio framework was used to support multiple sound 
sources [11], each hand was mapped to a specific voice 
(male or female) and location (left or right ear) to aid 
interaction feedback distinction. 

These interface conditions allow the participants to explore 
the tabletop interfaces in a similar manner to tactile 
exploration. Moreover, by minimizing the restrictions on 
their interaction methods, we are able to observe their 
spontaneous behaviors and expressions of strategies [25]. 

Apparatus 
This study was conducted using a Frustrated Total Internal 
Reflection (FTIR) tabletop computer with a 58 x 76cm 
screen dimension, a Kinect stereo camera positioned above 
the table, and stereo over-ear headphones were used to 
provide audio feedback (Figure 1). We used the TACTIC 
framework [20] to enable multitouch input on the tabletop 
surface and support hand/finger tracking. We developed a 
stimulus application to generate tabletop interfaces within a 
9 x 12 grid (as used in [17]). We used sparse target layouts 
to produce screen locations with little or no possible 
interaction feedback, to both give the illusion of a freeform 
layout and observe the participants’ behaviors under these 
challenging conditions. Participants were not informed that 
the targets were distributed in a grid layout or the number 
of targets in it. Target locations were randomly generated 
for each new task; all targets were 6cm x 6cm, to fill the 
cell. The stimulus application captured start and end 
timestamps, and the screen layout including target names 
and locations for each study trial. The interaction data was 
combined with the screen layout and saved to a log file. 

Procedure 
Users were invited to the laboratory to participate in the 
study. Before undergoing the tasks, participants were 
introduced to the interactive tabletop, provided with a short 
demonstration, and given time to try each interface 
condition for 10 minutes. Participants stood facing the 
tabletop, wearing headphones, as shown in Figure.  

The following experimental tasks were used to expose 
interaction strategies and capture performance 
measurements for each of the two interface conditions: 

1. Locate. Given the name (e.g. Shoe) of a target, 
participants were asked to explore the interface to find 
the target and select it. A single layout with five targets 
was generated, and participants were asked to locate 
three targets (one at a time). The second target was 
only asked once the first one was selected; and the 
same for the third one. 

2. Relocate. Having already complete the locate task for 
three targets, participants were then asked to relocate 
the same three targets in a random order. 

                                                        



3. Count. Participants were given a target name (and a 
new layout), and asked to count the number of 
instances of that target within the interface. The 
number of instances was restricted to a range of 3-5, 
and the overall number of objects onscreen was of 10. 
Unlike Kane et al’s count task [17], each of our target 
instances had the same name and required the user to 
maintain awareness of the visited targets. 

4. Relate. Participants were given the name of two targets 
and asked to state which target was topmost or 
leftmost. This required the participants to locate each 
of the named targets before they could answer the 
question. As with the count task, participants 
performed the relate tasks with different layouts with a 
screen density of 10 objects (this included the two 
named targets). To ensure that the relate tasks 
presented a consistent challenge to all participants we 
defined the following constraints to positioning of the 
two stimulus targets: in the vertical relate task, the 
targets are at most separated by two rows and at a 
distance of four columns or more; similar constraints 
applied to the horizontal relate task. 

Participants selected the targets by performing a double tap 
gesture on the intended target. The system would start the 
task timer from the moment the participant touches the 
screen, and stop the timer when the task is complete and the 
participant removes their hands from the screen. The one-
hand and two-hand interface conditions were 
counterbalanced across our participants. Once the 
participant performed all of the tasks for an interface 
condition, they were asked to complete a Single Ease 
Questionnaire [23] to obtain their perceived ease of use, 
along with their overall system opinions. 

Design and Analysis 
The study was a within-subjects design with one 
independent variable, interface condition. Each participant 
performed three locate, three relocate, two count, and two 
relate tasks for both interface conditions. We analyse user 
performance based on the following metrics:  

Time Taken: Participants were instructed to remove their 
hand(s) from the tabletop when they completed each task; 
the time was then calculated from the difference between 
the participants’ first and last interactions within the task.  

Error Rate: An error occurred within locate or relocate 
tasks when the participant was unable to find the requested 
target. If the participant gave an incorrect answer for the 
count task, or wrong position for the relate tasks. 

Coverage: Using the 9 x 12 grid locations defined above, 
we count the number of visits participants make to each 
location, per trial. We also compute the New and Revisited 
Coverage for between task analyses of locate and relocate 
trials. These values are used to quantify the levels of prior 
screen knowledge for the subsequent trials. 

In addition to the aforementioned performance metrics, we 
analyzed the strategies that emerged from the exploration 
tasks. Logged data allowed us to generate animated gif files 
of the all screen interactions made by each participant 
(Figure). Effectively, we could replay the users’ 
interactions for each task. These animated traces were then 
used to characterize and code exploration strategies applied 
for each task. Video recordings were used to support the 
coding where users’ actions were unclear from the 
interaction traces. The strategies analysis comprised the 
coding of touchscreen interaction traces along the seven 
features shown in Table 1. To verify the reliability of the 
code set, we refined the characteristics through several 
phases, similar to the approach applied by Anthony et al. 
[1]. Initially, two researchers independently coded two sets 
of 10 randomly selected videos and traces, followed by 
discussion of the coding dimensions used. In the next 
phase, the researchers independently coded a set of 40 
randomly selected videos and traces (14% of the dataset), 
the inter-rater reliability was then computed across the 
seven dimensions and the Cohen’s kappa agreement was 
k=.89 (SD=.08). The remaining traces were then coded 
using the same schema independently by the two 
researchers. The full dataset of interaction traces, used for 
the coding, are publicly available at https://goo.gl/FIUqCU.  

Name Description 

Started from 
the edge 

Interaction traces that start from an edge of 
the screen; this also included the ones that 
started within the outer cells of the screen.  

Structured 
Movements 

Interactions where the trace movements 
appeared to have a form of organisation and 
arrangement. 

Reference 
Points 

Using other objects as relative location 
markers to help guide the exploration. One 
example is shifting direction towards a target 
when receiving feedback on another object.  

Screen 
Symmetry 

Traces where there is a horizontal or vertical 
axis of symmetry. 

Hand 
Symmetry 

Participant’s hand movements were 
proportional in direction and distance.  

Simultaneous 
Input 

When the participant uses both hands 
simultaneously to explore the screen.  

Equal Roles If both hands perform the same operations. 

Table 1. Features used to code the interaction traces, and 
definitions for each. 

https://goo.gl/FIUqCU


FINDINGS 
Analysis of the coded characteristics revealed the following 
usage patterns: 

• In 85.71% of count tasks, independently from the 
condition, participants begin their explorations from 
the edges of the screen, and 55.36% used structured 
movements, ensuring the best possible coverage and 
exploration of the space. 

• In 66.37% of all Two-Hand tasks, the participants used 
equal roles for each hand. Equal roles were most 
common in count tasks, with their use 89.29% of the 
time and lowest in the relocate tasks with only 38.10%. 
However, relocate tasks have a simultaneous hand use 
of 28.57%, making it less likely that both hands had 
equal roles in those tasks. 

The coded interaction traces were clustered based on their 
similarity using the features outlined in Table 1. We will 
now discuss the characteristics and behaviors of the 
observed strategies, and how they were applied to the tasks. 

Strategies 
Originally, four strategy clusters were defined from the 
grouping of the features and manual inspection of the 
traces: Path Scan, Focused, To-The-Point and Freeform. 
The researchers then discussed the variance within these 
clusters and opted to divide the Freeform to include the 
Freeform Symmetry and Finger Trailing variations as their 
own strategies, giving six exploration strategies. 

Path Scan exhibits similarities to the structured scanning 
paths already applied by screen readers and switch access 
assistive technologies. Users would start from the faraway 
edge or corner of the screen, and then drag their finger 
horizontally until that row has been covered. At which point 
they would drop a row and return along the horizontal axis 
in the opposite direction. This action is repeated until the 

user either locates the desired target, or reaches the end of 
the screen. When using Two-Hand, users leveraged the 
second hand by dividing the screen and shared the 
exploration between the hands. Users would mirror their 
moves, resulting in a well-structured, symmetrical trace, 
moving through the screen space row by row. Overall, 
participants applied this strategy 23.81% of the tasks for 
One-Hand and 30.06% with Two-Hand. Figure 2 illustrates 
a typical Path Scan trace in both the One-Hand and Two-
Hand interface conditions.  

Focused represents an extensive unstructured search of a 
small sub-section of the screen where the user believed the 
target to be. We observed this strategy in situations where 
the participant had prior knowledge of the target they were 
looking for. Specifically, the technique occurred during 
relocate tasks and, in some cases, locate tasks. However, 
this could only occur in locate tasks when the user had 
knowledge of that target from a previous locate task. Using 
their dominant hand only, the participant would start the 
touch exploration not from the edge of the screen, but in the 

Figure 2. Interaction traces during one of the tasks showing a Path Scan strategy. Left: the participant performs a Count task 
with the One-Hand condition, Right: the same user performs the same task, but this time with Two-Hand. “Participant” 

indicates the location of the participant in relation to the tabletop. 

Figure 3. Focused strategy interaction traces of a Relocate 
task.  



area where they remembered hearing the target before. The 
movements traces were very close together, and would 
often overlap several times in a small area. If the participant 
was unsuccessful in locating the target within the initial 
sub-section, they would increase the search area slightly 
and continue with this technique - confident that the target 
was close by. While participants could explore with two 
hands simultaneously in the Two-Hand condition, they only 
performed this type of exploration with a single hand. 
Overall, participants applied this strategy 9.52% of the tasks 
for One-Hand and 5.95% with Two-Hand. Figure 3 
illustrates a trace applying a Focused strategy. 

To-The-Point. As with the Focused search, this technique 
relied on participants having prior knowledge of target 
locations. Again, using the dominant hand, participants 
would start in an area of the screen close to the target. 
However, unlike the Focused technique, participants had no 
need to trace and retrace their steps in close proximity of 
the target. They appeared to know the exact location and 
could make very structured moves directly to it in a short 
amount of time. Again, within the Two-Hand condition 
participants did not use the second hand for this strategy. 
Overall, participants applied this strategy 24.4% of the tasks 
for One-Hand and 14.29% with Two-Hand. Figure 4 
illustrates the To-The-Point strategy, again only a single 
hand is used, and thus, the traces are the same for the One-
Hand and Two-Hand interface conditions.  

Freeform. We regarded this approach as more of an anti-
strategy, where participants’ movements appeared to be 
erratic, unpredictable, and without any discernable pattern. 
Within these traces, we see participants moving around the 
screen with no real understanding of what has been 
previously explored. When an object is heard, it is quickly 
revisited and then the unstructured search continues. 
Interestingly, in some cases participants were able to retain 
the spatial locations from this technique, and successful 

apply them in the subsequent locate and relocate tasks 
using the To-The-Point strategy.  

Overall, participants applied this strategy 29.17% of the 
tasks for One-Hand. One example of Freeform is show in 
Figure 5. Only interactions from the One-Hand condition 
were coded as Freeform, within the Two-Hand we refined 
this classification to include two variants: Freeform 
Symmetry and Trailing Finger. 

Freeform Symmetry. As the name implies, this Two-Hand 
variant of the Freeform strategy (Figure 6), leverages 
simultaneous input and hand symmetry to explore the 
screen in an unstructured manner. While some examples of 
this technique could be confused for the two hand Path 
Scan approach, they still exhibited an unpredictable nature 
of movement through the screen. Combining synchronized 
zigzags down the screen with loops and twists, resulting in 
horizontal symmetry of the screen. Participants applied this 
strategy in 15.77% of the tasks.  

Figure 5. Interaction traces of a Count task showing a 
Freeform strategy. 

Figure 4. Interaction trace of a Relocate task presenting a To-
the-point strategy. 

Figure 6. Interaction traces during a Relate task showing 
Freeform Symmetry strategy. 



Trailing Finger. With this variation of the Freeform 
strategy, participants used the second finger to search areas 
in parallel. Both hands shared similar movements but with a 
horizontal offset between them. Each hand would take in it 
turns to be the lead as the participants moved through the 
screen. Again, traces were unstructured and fingers moved 
quickly between different areas of the tabletop. Participants 
applied this strategy in 29.17% of the tasks. Figure 7 shows 
the exploration trace where the user applied Trailing 
Finger, as captured by the Two-Hand. However, to 
understand this strategy the aforementioned animated gifs 
are needed, to see how the trace was created. 

Quantitative Results 
In what follows, we present a quantitative analysis for each 
task and describe how they fit with the strategies employed. 

Finding targets without previous knowledge is 
inefficient. In the first task, participants were asked to 
search and select a target. This was done with three targets, 
in sequence, using the same layout and onscreen target 
disposition. All participants were able to identify the 
location of the target and only one user failed to accurately 
select it in the Two-Hand condition. They took an average 
total time to complete the task (search and select 3 targets) 
of 130.4 (SD=121.8) and 121.7 (SD=61.7) seconds in the 
One-Hand and Two-Hand conditions (n.s., Wilcoxon, Z=-
.345, p=.730), respectively. Considering the first target 
only, when they had no previous knowledge of the layout, 
participants took an average of 62.1 (SD=82.4) and of 47.84 
(SD=36.9) seconds (n.s., Wilcoxon, Z=-.220, p=.826), 
respectively. These results suggest that non-visually 
searching for a target on a large surface, without previous 
knowledge of its location, is a time consuming task. 

The most common strategies applied by the users when 
performing searching for targets using One-Hand, were 
Path Scan (14.29%), Focused (19.05%) and To-The-Point 
(30.95%). 33.33% of the searching trials in this condition 

revealed a Freeform strategy. When two hands were 
supported - participants applied more structured searches 
(Path Scan, 26.19%) and decreased their use of focused 
searches (no Focused occurrences; Straight-to-the-point, 
14.29%). 35.71% of the trials were dominated by an 
unstructured Trailing Finger strategy and 21.43% revealed 
no particular strategy (Freeform). 

The high level of focused searches in the One-Hand setting 
derives from the design of this task: users performed the 
three trials sequentially in a grid with the same layout 
enabling them to acquire knowledge of target disposition 
for later recall. They were able to leverage that knowledge 
most of the times they had previously encountered it. 
Conversely, when using two hands, participants did not 
build on that knowledge. This could be either because they 
felt comfortable with the strategy they were using or 
because they retained less information due to the increased 
amount of feedback that was provided in this setting. 

Considering just the first trial, the number of participants 
with a structured strategy was the same in both conditions 
(4). Other participants also opted for dividing the screen 
and applying a Symmetric strategy (unstructured); this 
happened only with Two-Hand (4 participants). Both 
structure and symmetry enabled participants to perform a 
wider coverage of the screen in their explorations with two 
hands as shown by the total percentage of screen areas 
covered (One-Hand, M=70.0%, SD=22.5%; Two-Hand, 
M=89% SD=12.0%; Wilcoxon, Z=-2.971, p=.003). 
However, due to a less focused strategy with Two-Hand, a 
significant difference was found in how people leverage 
previous coverage, i.e., Unique Area Coverage, (Z=-2.103, 
p=.035), between One-Hand (M=42.5%, SD=18.1%) and 
Two-Hand (M=31.2%, SD=12.5%). By using two hands, 
participants seem to have a better coverage of the screen but 
also to revisit more areas. Notice that using Two-Hand, 
participants cover a larger area and take approximately the 
same amount of time as when using One-Hand. 

People can leverage previous screen knowledge. Users 
were provided with reusable screen knowledge in the locate 
tasks (the tasks were done in sequence over the same 
layout) and in the relocate ones, where they had to find 
previously identified targets. In the first trial, the users 
cover, in average, approximately, half of the screen in both 
conditions (One-Hand, M=51%, SD=31%; Two-Hand, 
M=53%, SD=38%; Wilcoxon, Z=-.596, p=.551). In the 
One-Hand condition, as mentioned above, the participants 
seem to get a good knowledge of the screen, applying 
focused searches when they have previously visited the 
targets. The amount of new screen area covered is 
significantly different from the first (M=51%, SD=31%) to 
the second (M=11%, SD=12%) tasks (Wilcoxon, Z=-2.512, 
p=.012) which then stabilizes at a low level of new 
coverage. With Two-Hand, this effect is only visible from 
the second (New coverage, M=30%, SD=30%) to the third 
(M=6%, SD=14%) task (Wilcoxon, Z=-2.358, p=.018). 

Figure 7. Interaction traces of a Relate task showing a 
Trailing Finger strategy. 



Overall, the participants were able to gain knowledge of the 
targets on screen through prior explorations, then leverage 
that knowledge of the target locations by applying the 
focused strategy in the final task, in both conditions. 

When people were asked to relocate targets they had 
located, they revealed to have a good notion of the 
whereabouts of the target, mostly applying a To-the-point 
(One-Hand, 66.7%; Two-Hand, 42.9%) or a Focused search 
(One-Hand, 19.1%; Two-Hand, 23.8%). In cases where 
participants lost the spatial awareness of the target position, 
they resorted mostly to a Path Scan strategy (One-Hand, 
9.5%; Two-Hand, 11.9%) and only few trials showed no 
particular strategy (One-Hand, 4.8%; Two-Hand, 2.4%). 

These results are corroborated by the percentage of total 
area covered in the three relocate trials (One-Hand, 
M=43%, SD=30%; Two-Hand, M=7%, SD=14%) that is 
significantly smaller than the one in the three locate tasks 
(One-Hand, M=70%, SD=22%; Two-Hand, M=89%, 
SD=12%), in One-Hand (Wilcoxon, Z=-2.534, p=.019) and 
even more so with Two-Hand (Wilcoxon, Z=-3.297, 
p=.001). The ability to leverage previous knowledge then 
translates in the overall performance to complete the tasks: 
users are significantly faster at relocating targets than at 
finding them in the first three searching tasks both in the 
One-Hand (Z=-1.977, p=.048) and Two-Hand conditions 
(Z=-2.354, p=.019). No significant differences were found 
between One-Hand (M=68.2, SD=63.4, seconds) and Two-
Hand (M=66.9, SD=81.6, seconds) in the time to complete 
the relocate tasks (Wilcoxon, Z=.910, p=.363). 

Relating targets requires additional aid. Locating and 
relating the position of two on screen targets showed to be a 
demanding task. Participants did not correctly relate the 
targets 46.4% (SD=30.78%) and 28.6% (SD=37.8%) of the 
times in the One-Hand and Two-Hand settings, respectively 
(a minor significant effect was found, Wilcoxon, Z=-1.890, 
p=.059). They took an average of 149.6 (SD=81.4) and 95.5 
(SD=41.8) seconds to complete these tasks with One-Hand 
and Two-Hand, respectively. Using two hands revealed a 
significant effect on how fast people could find and relate 
both targets (Wilcoxon, Z=-1.977, p=.048). The main 
reason for this difference is that a second hand on the 
screen enabled the participants to maintain the position of a 
first target while searching for the second one. Even in the 
One-Hand condition, some participants used a second hand 
hovering the screen to mark where this target was. The 
strategies applied before locating a first target was very 
similar to the ones in the first task (locate a target) both in 
the One-Hand (Path Scan, 25.0%) and Two-Hand (Path 
Scan, 28.6%; Trailing Finger, 35.7%, Freeform Symmetry, 
21.4%). No significant differences were found in the 
amount of coverage the participants did with both (One-
Hand, M=75.8%, SD=18.9%; Two-Hand, M=80.0%, 
SD=17.5%; t(13)=-.790, p=.444). 

Lack of understanding of visited space. Participants were 
asked to count the number of targets with a certain name on 

the screen. This task had two main requirements: perform a 
complete coverage of the screen and be aware of previously 
visited targets. They took an average time of 126.5 
(SD=54.8) and 131.6 (SD=77.1) seconds (Wilcoxon, Z=-
.031, p=.975) and had an error rate (answered with an 
incorrect number of targets) of 82.1% (SD=31.7%) and 
64% (SD=36.3%) in the One-Hand and Two-Hand 
conditions, respectively. No significant differences were 
found between the two conditions regarding error rate. 

Revisiting the aforementioned requirements, participants’ 
performance show a slightly better coverage of the screen 
(Wilcoxon, Z=-1.712, p=.087, minor effect) when using 
two hands (M=93.6%, SD=6.3%) than with one hand 
(M=85.2%, SD=17.5%). Conversely, participants showed 
to visit target cells repeatedly and to do it significantly more 
so when using two hands (Visits per Target Cell; One-
Hand, M=5.7, SD=3.4; Two-Hand, M=9.6, SD=4.7; t(13) = 
-3.181, p=.007). Although using two hands seems to 
provide the tools for a better coverage of the screen, at the 
same time users seem to repeatedly visit the same targets, 
and unknowingly treat those as new targets. These results 
are supported by the final counts presented: the participants 
tended to answer with a number below the actual count 
(average of -0.5 targets) in One-Hand, and a higher number 
in the Two-Hand (average of  +0.5 targets) condition.  

Participants employed a Path Scan strategy 46.3% (One-
Hand) and 53.4% (Two-Hand) of the times. Additionally, 
when using two hands, participants also resorted to Trailing 
Finger (28.6%) and Freeform Symmetry (17.9%). The 
structured strategies enabled the participants to cover most 
of the screen, however, the participants have no extra cues 
to understand if they are revisiting a target, and in several 
cases, an entire line (Figure 2) 

Subjective Feedback 
We asked our participants to rate each interface condition 
using 7-point Likert scales for ease of use and speed of use 
upon completing the tasks. Wilcoxon signed-rank tests were 
applied to the Likert scale results. There were no significant 
differences between the interface conditions for ease of use, 
z=-.973, p=.331; or speed of use, z =-1.910, p=.056. When 
asked to state which interface condition was preferred, six 
participants selected One-Hand; six selected Two-Hand; 
and two thought that both interface conditions were similar.  

The users that preferred Two-Hand referred to the larger 
dimensions of the tabletop, where the two-hand exploration 
allowed them to cover a larger area of the screen at the 
same time. One user that made use of the Path Scan strategy 
(Figure 2) responded, “If you estimate the center of the 
screen and each finger explores half of it, it is way faster. 
You just have to pay attention”. Another user highlighted 
the role of two hands to provide a better spatial 
understanding of the screen and its targets, “which is even 
more beneficial in Relate tasks”. The main reason for 
preferring One-Hand was a greater confidence in the 
auditory feedback, as it could only correspond to that 



particular finger. In Two-Hand, a few users revealed that 
sometimes they “needed to move both fingers alternatively 
to understand which one touched a target”.  

IMPLICATIONS FOR DESIGN 
The results obtained enabled us to devise a set of 
implications for designing interfaces for large touchscreen 
interactive surfaces accessible to blind users. 
Avoid spatial exploration in sparse grids. Nowadays, 
blind smartphone and tablet users are able to explore the 
screen with a One-Hand approach, which is also known as 
painless exploration. Our results showed that such 
exploration, when performed on a large surface, is anything 
but painless, particularly if the target density is low. Results 
showed that blind users may lose large amounts of time 
exploring areas without receiving any type of feedback or 
cue to direct them towards their intended goal which is time 
consuming and frustrating. Enabling users to use two hands 
to explore the screen did not improve their exploration 
abilities. These results support the need for interface layers 
that diminish the spatial load, as presented in [17] and allow 
users to grasp a relative mental model of the contents being. 
Establish and maintain spatial models of screen content. 
In contrast to what was observed in previously unknown 
layouts, the users demonstrated efficiency in establishing a 
spatial model of the screen layout and relocating targets. 
They were able to leverage their spatial understanding to 
locate targets within previously explored areas. Looking at 
the preliminary studies performed by Kane et al [17], users 
were seen to store their items spatially ordered by 
relevance. They were also able to retrieve them. This ability 
can be leveraged in layouts that rely on spatial positioning, 
for example - enabling people to store and rearrange 
interface items for later recall. 
Enable and provide richer feedback. One shortcoming 
that stood out in the evaluated settings was the inability for 
users to understand the state of the system, particularly of 
the explored areas and objects. Resorting to the hyperlink 
analogy, where previously visited links are presented 
differently to the sighted user, touch interfaces are falling 
short in providing feedback to the user about the history of 
the interaction taking place. While some actions could be 
detected automatically and feedback changed accordingly, 
users should also be allowed to enrich the exploration with 
their own cues and references (e.g., mark areas as visited or 
other context-related layers). In this paper, with Two-Hand, 
we gave a first step towards enriching the feedback on 
exploration, mostly by enabling the user to understand 
which hand touches each object. The design space of sound 
and/or other feedback channels (e.g., haptics) can be further 
explored to augment the information the user receives. 
More permissive and flexible touch interfaces. As the 
size increases, so does the need of the user to explore. One 
of the limitations faced by blind people is that their options 
are to slide to the next elements or to “painlessly” explore 

the screen by finding and receiving feedback on each item. 
On the other hand, blind users are used to exploring 
physical surfaces and sheets of paper in search for objects 
or Braille dots. Some users were seen to leverage the usage 
of two fingers to split their screen or to assess relationships 
between objects. Allowing for more natural explorations, 
similar to the ones applied on physical surfaces, enables 
users to employ current abilities and thus improve their 
efficiency. Further research is needed to understand how to 
provide feedback without overloading the user. 

Prioritized elements should be laid along screen edges. 
Participants were seen to resort to the screen edges as a 
starting point for their structured searches. This happened 
particularly when they were aware of the need to be 
thorough (Count, started from the edge in 85.71% of the 
trials). These results reinforce that the most relevant 
interaction contents should be placed along screen edges, 
particularly in the corners where the users are likely to start 
their exploration. Given that the most difficult task was 
locating targets without previous knowledge, the borders 
can be used as a bootstrap for creating a spatial model of 
the screen, including interactive contents that allow for 
accompanied learning of the layout. 

Hand roles should be defined based on the task. When 
allowed to use two hands, users varied in how they utilized 
this ability. When looking for a good coverage of the 
screen, users applied equal roles to both hands (exploration) 
while when relating targets, users used one hand to mark a 
position and another one to explore. In other cases, like 
relocating targets with a focused search, users seemed to 
disregard their second hand. Hand roles seem to strongly 
relate with both the tasks being performed and the strategies 
applied and should be further explored creating and 
augmenting new bimanual interfaces for large surfaces. 

Active strategy recognition. Current touchscreen 
interfaces are static and passive to the user’s behavior. The 
results presented here revealed interaction patterns that 
speak clearly about the users’ intentions and strategies (e.g., 
wandering around a target – Focused Search; starting from 
the edge and performing a structured search – Path Scan). 
In light of our results, such interfaces should consider 
adapting to the users’ behaviors and support the interaction 
taking place e.g., apply Kane’s [17] nearest neighbors, 
when a long focused search is detected; or provide 
relationship feedback when a Relate behavior is detected, 
instead of providing feedback of the independent touches. 

CONCLUSION AND FUTURE WORK 
Exploring the screen of a smartphone has become a 
common task for a great number of blind people. The 
onscreen items are linearized in a way that enables their 
users to quickly grasp an overview of the screen and build a 
good understanding of the content. Large touchscreen 
surfaces bring novel challenges to the exploration task. Not 
only is the exploration surface larger, but the interfaces 
built for these (e.g., interactive public displays or maps) 



often rely on interactions involving spatial positioning or 
reasoning. We examined how blind individuals interact 
with large touch surfaces (with a sparse number of targets) 
to locate, relocate, and relate targets, along with how well 
they are able to acquire a good spatial model of all screen 
contents in count tasks. Results revealed that the users 
employ different strategies depending on their goal but that 
these coping mechanisms are still ineffective. We 
investigated whether supporting bi-manual exploration 
would improve performance – which showed to be 
beneficial in some tasks, particularly to relate targets, and 
to provide better structure in the exploration task. Future 
work should build on the identified strategies and their 
shortcomings to develop effective exploration interfaces for 
blind people and large touch surfaces. 
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